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บทที ่ 1 
 

บทนํา 
 

ความเปนมาและความสําคัญของปญหา 
 
 การวิเคราะหการถดถอย (regression analysis)  เปนวิธีการทางสถิติอยางหนึ่งที่ใช
ศึกษาถึงลักษณะความสัมพันธระหวางตัวแปรตั้งแต  2  ตัวขึ้นไป  โดยพิจารณาถึงรูปแบบความ
เปนไปไดของความสัมพันธที่มีเปาหมายของการวิเคราะหคือหาสมการทางคณิตศาสตรที่ใชเปน
ตัวแทนแสดงความสัมพันธระหวางตัวแปรต้ังแต  2  ตัวขึ้นไป  โดยมีวัตถุประสงคที่จะประมาณคา
หรือพยากรณคาของตัวแปรหนึ่งจากคาที่กําหนดใหของตัวแปรอื่นๆ ที่เก่ียวของกัน  ตัวแปรใน                
ตัวแบบการถดถอยนี้สามารถแบงออกเปน  2  ประเภท  ประเภทแรกคือตัวแปรที่ตองการประมาณ
หรือพยากรณเรียกวาตัวแปรตาม (dependent variable)  หรือตัวแปรตอบสนอง (response 
variable)  ตัวแปรประเภทที่สองคือตัวแปรที่มีอิทธิพลตอตัวแปรตามหรือตัวแปรตอบสนองเรียกวา    
ตัวแปรอธิบาย  (explain  variable)  หรือตัวแปรอิสระ (independent variable)  การวิเคราะห
การถดถอยประกอบดวยขั้นตอนตางๆ  หลายขั้นตอน  และขั้นตอนที่สําคัญขั้นตอนหนึ่งก็คือ                                     
การคัดเลือกตัวแปรอธิบายที่มีอิทธิพลตอการอธิบายความแปรผันของตัวแปรตาม  คาสัมประสิทธิ์
สหสัมพันธเพียรสัน (Pearson correlation coefficient)  เปนคาเบ้ืองตนที่ใชวัดความสัมพันธใน
ลักษณะเชิงเสนระหวางตัวแปรอธิบายและตัวแปรตาม  รวมทั้งการประมาณคาพารามิเตอรของ
สัมประสิทธิ์การถดถอยนั้นก็เปนขั้นตอนที่สําคัญขั้นตอนหนึ่ง  การประมาณคาพารามิเตอรมีหลาย
วิธีดวยกันแตวิธีที่นิยมใชกันมากไดแกวิธีกําลังสองนอยสุด (least squares method)  และวิธี
ความควรจะเปนสูงสุด (maximum  likelihood method)   
 

 เมื่อไดตัวแบบการถดถอยแลว  จะตองทําการทดสอบนัยสําคัญของสัมประสิทธิ ์               
การถดถอย  เพ่ือใชประกอบการตัดสินใจวาตัวแปรอธิบายตัวใดบางควรอยูในตัวแบบการถดถอย  
และตัวแปรอธิบายใดบางที่มีอิทธิพลตอการอธิบายความแปรผันของตัวแปรตาม  สําหรับเกณฑใน
การตัดสินใจวาตัวแบบการถดถอยที่ไดนั้นเหมาะสมหรือไม  มีคาสถิติหลายตัวที่ชวยใน                       
การตัดสินใจ เชนอาจพิจารณาไดจากคาสัมประสิทธิ์การตัดสินใจ (coefficient of determination)  
ซึ่งเปนคาที่นิยมใชกันมากในปจจุบันเนื่องจากงายในการตีความ และเปนคาทีคํ่านวณจากสัดสวน
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ความแปรผันของตัวแปรตามที่ตัวแบบการถดถอยสามารถอธิบายได อยางไรก็ตามถึงแมวา
สัมประสิทธ์ิการตัดสินใจเปนคาที่นิยมใชในการวัดความเหมาะสมของตัวแบบการถดถอย  แต
สําหรับการวิเคราะหการถดถอยที่ประกอบดวยตัวแปรอธิบายที่มีมากกวา  1  ตัว  เกิดปญหาที่
สําคัญอยางหนึ่ง  คือบางคร้ังสัมประสิทธิ์การตัดสินใจใหขนาดของความสัมพันธที่มากเกินไป           
ทั้งที่ตัวแปรอธิบายนั้นมีความสัมพันธกับตัวแปรตามนอยมาก  และในความเปนจริงพบวาการเพ่ิม
ตัวแปรอธิบายเขาไปในตัวแบบการถดถอยนั้น  คาสัมประสิทธ์ิการตัดสินใจจะไมลดลง  แมวา              
ตัวแปรอธิบายที่เพ่ิมเขาไปจะเปนอิสระกับตัวแปรตามก็ตาม   ดังนั้นคาของสัมประสิทธ์ิการ
ตัดสินใจในบางตัวแบบจะมีคาสูงขึ้นเม่ือจํานวนตัวแปรอธิบายเพ่ิมขึ้น  และจะสงผลใหคา
สัมประสิทธิ์การตัดสินใจของตัวแบบนี้เขาใกลหนึ่งมากขึ้น  สัมประสิทธิ์การตัดสินใจที่ปรับคาจะ
แกปญหาเหลานี้ได  ดวยการใชจํานวนตัวแปรอธิบายที่มีในตัวแบบมาชวยในการคํานวณ  และถือ
วาเปนคาที่ดีและมีประโยชนสําหรับใชในการเปรียบเทียบตัวแบบการถดถอยสองตัวแบบที่มี
จํานวนตัวแปรอธิบายที่แตกตางกัน   
 

 ในการวิเคราะหการถดถอย  จะตองทําภายใตขอสมมุติ (assumptions)  เก่ียวกับ             
คาคลาดเคลื่อนสุม (random error) ดังนั้นเมื่อไดตัวแบบการถดถอยแลวจึงจําเปนอยางยิ่งที่
จะตองตรวจสอบคาคลาดเคลื่อนสุมวาสอดคลองกับขอสมมุติหรือไม  เนื่องจากไมอาจทราบ                
คาคลาดเคลื่อนสุมจริงได  ดังนั้นจึงใชสวนตกคาง (residuals) ที่เปนคาประมาณของคา
คลาดเคลื่อนสุมมาตรวจสอบแทน  บอยครั้งที่ผลการตรวจสอบเหลานี้ถูกนําไปใชในการพิจารณา
ปรับหาตัวแบบการถดถอยใหม  เพ่ือใหไดตัวแบบที่เหมาะสมย่ิงขึ้น  ตัวแบบการถดถอยเชิงเสนมี
รูปแบบดังนี้ 

0 1 1 2 2 ... ; 1,...,i i i p ip iY x x x i nβ β β β ε= + + + + + =  
 
เม่ือ   iY     คือตัวแปรตามซึ่งเปนตัวแปรสุม 
  1 2, ,...,i i ipx x x   คือคาของตัวแปรอธิบายและมีคาคงที่ไมใชคาสุม  
  0 1 2, , ,..., pβ β β β  คือพารามิเตอรของตัวแบบ 
           iε   คือคาคลาดเคลื่อนสุม  
 

โดยมีขอสมมุตใินการวิเคราะหตัวแบบการถดถอยดังนี ้
1. iε   เปนตัวแปรสุม 
2. iε   มีการแจกแจงปรกติ  ที่มีคาเฉลี่ยเทากับ  0  และความแปรปรวนคงที่ ( 2σ )  
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3. iε   และ  jε   เปนอิสระซึ่งกันและกัน  นั่นคือ  ( ), 0i jCov ε ε =   โดยที ่  i j≠  
4. iY   และ  jY   จะตองเปนอิสระซึ่งกันและกัน  และมีการแจกแจงปรกตทิี่มี 

 คาเฉลี่ยเทากับ  0 1 1 ...i p ipx xβ β β+ + +    และความแปรปรวนคงที ่ ( 2σ )  
 

 จากที่ไดกลาวไปแลวนั้นเปนการวิเคราะหการถดถอยเชิงเสนที่ตัวแปรตามเปน        
ตัวแปรเชิงปริมาณ  แตถาตัวแปรตามเปนตัวแปรเชิงคุณภาพที่จําแนกขอมูลออกเปนสองกลุม
เรียกวาตัวแปรทวิภาค (binary responses variable)  โดยที่กําหนดใหมีคาเปน 1  เมื่อตัวแปรตาม
เกิดลักษณะที่สนใจและมีคาเปน  0  ในกรณีอื่นๆ  นั้นจะใชวิธีการทางสถิติที่เรียกวาการวิเคราะห
การถดถอยโลจีสติกทวิภาค (binary  logistic regression analysis)  หรือเรียกยอๆ  วา                    
การวิเคราะหการถดถอยโลจีสติก  เพราะเปนวิธีการทางสถิติที่ใชศึกษาความสัมพันธระหวาง             
ตัวแปรตามเชิงคุณภาพและตัวแปรอธิบายอื่นๆ  โดยที่ตัวแปรอธิบายอาจเปนตัวแปรเชิงคุณภาพ
หรือเชิงปริมาณก็ได  เ พ่ือนํามาใชในการพยากรณคาความนาจะเปนของสิ่งที่เราสนใจ 
ความสัมพันธระหวางความนาจะเปนที่ตัวแปรตามเกิดลักษณะที่สนใจกับตัวแปรอธิบายเหลานี้
สามารถแสดงในรูปของตัวแบบการถดถอยโลจีสติกไดดังนี ้
 

( ) 0
1

log ; 1,..., , 1,...,
1

p
i

i j ij
ji

logit x i n j pπ
π β β

π =

 
= = + = = − 

∑  

 
เม่ือ ( )1i i i

P Y X xπ = = =    แทนความนาจะเปนแบบมีเงื่อนไขที่ตัวแปรตามเกิด 
     ลักษณะที่สนใจ  
 0 , jβ β    คือพารามิเตอรของตัวแบบ 

iY   คือตัวแปรตามแบบทวิภาค  
ijx  คือคาของตัวแปรอธิบาย 

  
 สําหรับการกําหนดตัวแบบการถดถอยโลจีสติกนี้  เราตองเลือกตัวแบบที่สามารถ
อธิบายความสัมพันธระหวางตัวแปรตามกับตัวแปรอธิบายใหสมเหตุสมผล  โดยการเลือกตัวแบบ
การถดถอยโลจีสติกนั้นจะตองเลือกตัวแบบใหเหมาะสมกับขอมูลใหมากที่สุด  โดยเฉพาะขอมูล
เชิงคุณภาพที่อยูในรูปตารางการณจรของจํานวนนับตางๆ   
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การตรวจสอบตัวแบบการถดถอยโลจีสตกินี ้  สามารถทําการตรวจสอบภายใต 
เง่ือนไขตางๆ  ได  อาจตรวจสอบโดยใชตัวสถิตอิัตราสวนของฟงกชันควรจะเปนแบบมีเงื่อนไข
สําหรับการเปรียบเทียบของ  2  ตัวแบบ  โดยที่ตัวแบบหนึ่งเปนกรณีพิเศษของอีกตัวแบบหนึ่ง  
สําหรับตัวสถิติอัตราสวนของฟงกชันควรจะเปนแบบมีเงื่อนไขนี ้  จะมีการแจกแจงเม่ือใกลอนันต
แบบไคกําลังสอง (asymptotic chi-square distribution)  และมีองศาเสรี (degrees of freedom)  
เทากับคาแตกตางระหวางองศาเสรขีองตัวแบบทั้งสอง  นอกจากนี้การตรวจสอบความเหมาะสม
ของตัวแบบนั้นอาจตรวจสอบไดโดยใชสัมประสิทธ์ิการตัดสินใจ ( 2R )  การคํานวณคา  2R   
สําหรับตัวแบบการถดถอยโลจีสติกนั้นทําไดหลายวิธี  เชนวิธีกําลังสองนอยสุดแบบสามัญ  
(ordinary least squares, OLS)  และวิธีความควรจะเปนสูงสุด (maximum likelihood, ML)  ไดมี
ผูศึกษาคา  2R   ของการถดถอยโลจีสติกไวหลายทาน  เชน  มิทเบกิคและสเชมเปอร  (Mittlb o&& ck  
and  Schemper, 1996)  อกรีสติ (Agresti, 2000)  และมินารด (Menard, 2000)  และผล
การศึกษาพบวา  2R   ในการถดถอยโลจสีติกจะเหมือนกับคา  2R   ในการถดถอยเชิงเสน  ที่
บางครั้งก็ใหขนาดของความสัมพันธมากเกินไป  แมวาตัวแปรอธิบายที่เพ่ิมเขาไปในตัวแบบนั้นจะ
ไมมีความสัมพันธกับตัวแปรตาม  ดังนั้นสําหรับตัวแบบการถดถอยโลจีสติกที่ประกอบดวย                 
ตัวแปรอธิบายที่มีมากกวาหนึ่งตัวแปร  จึงจําเปนตองมีการปรับคา  2R  
 

 การปรับคาสัมประสิทธ์ิการตัดสินใจนั้น  โดยสวนใหญจะใชวิธีการปรับ  2  แบบ
ดวยกัน  แบบแรกจะใชจํานวนตัวแปรอธิบายที่มีในตัวแบบและขนาดตัวอยาง มาชวยในการ
คํานวณ  หรือเรียกวาการใชองศาเสรี  (degrees  of  freedom)   และแบบที่สองใชผลตางของคา
ฟงกชันควรจะเปนของตัวแบบ  2  ตัวแบบหรือที่ เรียกวาสถิติดีเวียนซ  (deviance)  ในป                      
ค.ศ.  1996  มิทเบิกคและสเชมเปอร  (Mittlb o&& ck  and  Schemper)  ไดศึกษาคา  2R   ที่ปรับคา
โดยการใชรูปแบบทั้งสอง  โดยในที่นีใ้ชสัญลักษณ  2

, ,O adj MSR   และ  2
, ,l adj MSR   สําหรับการปรับคาที่

ใชองศาเสรีและสถิติดีเวียนซ  ตามลําดับ  ผลการศึกษาพบวาคา  2
adjR   ทั้งสองตัวนี้ใหผลเปนที่นา

พอใจกวาคา  2R   ที่ยังไมไดทําการปรับคา  รูปแบบของ  2
, ,O adj MSR   และ  2

, ,l adj MSR   แสดงไดดังนี ้ 
 

   
( ) ( )

( ) ( )

2

2 1
, ,

2

1

ˆ1
1

1

n

i i
i

O adj MS n

i
i

n y
R

n p y y

π
=

=

− −
= −

− − −

∑

∑
             ( )1.1  

 



 
 

5

( ) ( )
( )

2
, , 0

ˆ, 1 2
1

ˆ, 1 2l adj MS

l y p
R

l y
π

π

− +
= −

−
            ( )1.2  

 
เม่ือ iy   คือคาสังเกตของตัวแปรตามแบบทวิภาค  
 n     คือขนาดตัวอยาง   
 p   คือจํานวนตัวแปรอธิบายในตัวแบบการถดถอย 
 ˆiπ   คือคาประมาณของ  iπ   กรณีที่ตัวแบบมีตัวแปรอธิบาย  p   ตัว 
 y   คือคาเฉลี่ยของตัวแปรตามแบบทวิภาค  1 2 ... ny y yy

n
+ + +

=    
 ( )ˆ,l y π  คือฟงกชันล็อกควรจะเปนสูงสุดสําหรับตัวแบบทีมี่ตัวแปรอธิบาย p  ตัว   

  ซึ่งคํานวณจาก  ( ) ( ) ( )
1

ˆ ˆlog 1 log 1
n

i i i i
i

y yπ π
=

+ − −  ∑  

 ( )0ˆ,l y π  คือฟงกชันล็อกควรจะเปนสูงสุดสําหรับตัวแบบที่มีเพียงเทอมคาคงที ่

   ซึ่งคํานวณจาก  ( ) ( ) ( )0 0 0

1

ˆ ˆ ˆlog 1 log 1 ;
n

i i i i i
i

y y yπ π π
=

 + − − = ∑     
  
 ในป  ค.ศ.  2003  เลียโอะและแมคกี (Liao  and  McGee)   ไดเสนอ  2

adjR   ของ             
การถดถอยโลจสีติกเพื่อใชแกปญหาของ  2R   ที่ใหขนาดความสัมพันธที่มากเกินไป  และมีคา
สูงขึ้นเม่ือขนาดตัวอยางลดลง  โดยที่ตัวแบบมีตัวแปรอธิบายมากใกลตัวแบบเต็ม (saturated 
model)  โดยมีการปรับคา  2R   ดวยคาคลาดเคลื่อนที่คํานวณโดยใชขั้นตอน  2  ขั้นตอนคือ  ขั้นที่ 
1  คํานวณคาคลาดเคลื่อนของการพยากรณ  โดยจะเรียกคาคลาดเคลื่อนนี้วาคาคลาดเคลื่อนของ
การพยากรณที่ไมสามารถแยกได  (inherent prediction error , IPE )  ของตัวแบบโลจีสตกิ  ขั้นที่  
2  ปรับคาคลาดเคลื่อนของการพยากรณที่ไดในขั้นที ่ 1  โดยใชหลักการเชนเดียวกับการประมาณ
คาความแปรปรวน  ( 2σ )  ในตัวแบบการถดถอยดวยวิธ ี  REML  (restricted  or  residual  
maximum  likelihood)  โดยที ่ ˆ P

oIPE   และ  ˆ o
oIPE   คือคาประมาณของ  IPE   สําหรับตัวแบบที่

มีตัวแปรอธิบาย  p   ตัว  และตัวแบบที่มีเพียงเทอมของคาคงที ่  ตามลําดับ  เม่ือคํานวณโดยวิธี
กําลังสองนอยสุดแบบสามัญ  (OLS)  และ  ˆ P

lIPE   และ  ˆ o
lIPE   คือคาประมาณของ  IPE   

สําหรับตัวแบบที่มีตัวแปรอธิบาย  p   ตัว  และตัวแบบที่มีเพียงเทอมของคาคงที ่ ตามลําดับ  เม่ือ
คํานวณโดยวิธีความควรจะเปนสูงสุด  (ML)  ผลการศึกษาพบวาเม่ือเพ่ิมตัวแปรอธิบายที่เปน
อิสระกับตัวแปรตามเขาในตัวแบบคา  2

, ,l adj LMR   ใหผลที่ดีกวาคา  2
, ,O adj MSR   โดยเฉพาะตัวแบบที่
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มีขนาดตัวอยางเล็กหรือตัวแบบที่มีจํานวนตัวแปรอธิบายมาก  รูปแบบ  2
, ,O adj LMR   และ  2

, ,l adj LMR   
แสดงไดดังนี ้  

2
, ,

ˆ
1 ˆ

p
o

O adj LM o
o

IPER
IPE

= −               ( )1.3  

 
2
, ,

ˆ
1 ˆ

p
l

l adj LM o
l

IPER
IPE

= −                          ( )1.4  

 
 ในปจจุบันโปรแกรมสําเร็จรูปทางสถิติไดใหผลลัพธของคา  2R   ในการวิเคราะห                
การถดถอยโลจีสติก  เชนโปรแกรม  SAS ®   ในคําสั่ง  PROC  LOGISTIC  และ  PROC  
GENMOD  ไดรายงานตัววัด  2R   หลายตัว  (Shtatland, 2000)    แตที่นิยมใชกันมากไดแก  

2
, , DEVl adj SASR   และ  2

, , AICl adj SASR   ที่มีรูปแบบดังนี ้
    

( ) ( ){ }
( )

0

2
, , 0

ˆ ˆ1 exp 2 , ,

ˆ1 exp 2 ,DEVl adj SAS

l y l y n
R

l y n

π π

π

 − − − =
 −  

                      ( )1.5  

 
( ) ( )( ) ( )

( )
2
, , 0

ˆ, 1 1 1
1

ˆ, 1AICl adj SAS

l y p n n p
R

l y
π

π

− + − − −  = −
−

                       ( )1.6  

 
เม่ือ  ( )ˆ,l y π   ( )0ˆ,l y π   n   และ  p   นิยามไดเชนเดียวกับสมการ  (1.2)  ตัววัด  2

, , DEVl adj SASR   
ไดรับความนิยมเปนอยางมากในโปรแกรม  SAS ®    แตไมไดหมายความวาการใชเพียงคา  

2
, , DEVl adj SASR   จะเพียงพอสําหรับการวัดความเหมาะสมของตัวแบบ  เพราะในบางครั้ง  2

, , DEVl adj SASR   
ใหคาทีสู่งเกินไป   ดังนั้นจึงควรใชควบคูกับตัววัด  2

, , AICl adj SASR   ที่ไดจากการปรับคาตาม
หลักเกณฑสารสนเทศของอาไคเคะ  (Akaike’s information criterion, AIC)   
 
        จากงานวิจัยขางตนไดมีการนําเสนอสัมประสิทธ์ิการตดัสินใจที่ปรับคา  ( 2

adjR )  ของ
ตัวแบบการถดถอยโลจีสตกิแบบตางๆ  เม่ือตัวแปรตามเปนแบบทวิภาค  โดยจะเห็นไดวาตัววัด  

2R   เหลานี้มีพ้ืนฐานการคํานวณโดยใชหลักการที่สําคัญสองวิธ ี  ไดแกวิธีกําลังสองนอยสุดแบบ
สามัญ  (ordinary least squares, OLS)  และวิธีความควรจะเปนสูงสุด (maximum likelihood, 
ML)  และยังแสดงใหเห็นถึงประสิทธิภาพของ  2

adjR   แบบตางๆ  เชน  2
, ,O adj MSR   เหมาะสําหรับใช
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วัดความเหมาะสมของตัวแบบที่มีอัตราสวน  p n   สูง  (ในงานที่ผานมามีคาเทากับ  0.2)  ใน
กรณีที่ตัวแปรอธิบายมีการแจกแจงแบรนูลล ี  และคา  2

, ,l adj LMR   เหมาะสําหรับใชวัด                          
ความเหมาะสมของตัวแบบกรณีที่ตัวแปรอธิบายมีการแจกแจงเอกรูปที่ตอเนื่อง  รวมถึงตัววัด  

2
, , DEVl adj SASR   และ  2

, , AICl adj SASR   ที่ทํางานไดอยางถูกตองตามหลักเกณฑสารสนเทศของอาไคเคะ 
(AIC)  กรณีที่ขนาดตัวอยางเล็ก 
 
 อยางไรก็ตามยังไมมีงานวิจัยที่ศึกษาผลของการกําหนดตัวแบบการถดถอยไมถูกตอง  
ที่มีตอคาสัมประสิทธิ์การตัดสินใจ  ( 2R )  สําหรับตัวแบบการถดถอยโลจีสติก  ดังนั้นในงานวิจัยนี้
จึงสนใจศึกษาเปรียบเทียบประสิทธิภาพของสัมประสิทธ์ิการตัดสินใจ 2 2,O lR R   และสัมประสิทธิ์
การตัดสินใจที่ปรับคา   2 2 2 2 2

, , , , , , , , , ,, , , ,
DEVO adj MS l adj MS O adj LM l adj LM l adj SASR R R R R   และ  2

, , AICl adj SASR

ของตัวแบบการถดถอยโลจีสติก  และศึกษาอิทธิพลของการกําหนดตัวแบบไมถูกตองที่มีตอ
สัมประสิทธ์ิการตัดสินใจและสัมประสิทธิ์การตัดสินใจที่ปรับคาดังที่กลาวขางตน  โดยที่การ
กําหนดตัวแบบไมถูกตองจะศึกษาใน  3  ลักษณะไดแก  ลักษณะที่รูปแบบของตัวแปรอธิบายไม
ถูกตอง  (wrong  functional  form  of the  covariate)  ลักษณะที่กําหนดฟงกชันเชื่อมโยงของ                     
ตัวแบบไมถูกตอง  (misspecified  link  function)  และลักษณะที่กําหนดใหตัวแบบมีตัวแปร
อธิบายที่มีความสัมพันธกับตัวแปรตามขาดหายไป (missing  covariate)  สําหรับตัวแบบ                    
การถดถอยโลจีสติกที่ทําการศึกษานี้จะประกอบดวยตัวแปรอธิบายจํานวน  1, 5  และ  10  ตัว          
ในกรณีที่ ตัวแบบมีตัวแปรอธิบาย 1 ตัว  กําหนดใหตัวแปรอธิบายเปนตัวแปรเชิงปริมาณ                                
และตัวแบบที่มีตัวแปรอธิบายมากกวา 1 ตัว จะกําหนดใหตัวแปรอธิบายมีทั้งตัวแปรเชิงคุณภาพ
และเชิงปริมาณ โดยกําหนดใหตัวแปรอธิบายที่อยูในตัวแบบทุกตัวเปนตัวแปรที่มีความสัมพันธ
อยางมีนัยสําคัญกับตัวแปรตาม 

 
วัตถุประสงคของการวิจัย 
 
 1.  เปรียบเทียบประสิทธิภาพของสัมประสิทธ์ิการตัดสินใจ  ของตัวแบบการ
ถดถอยโลจีสติก  ที่คํานวณโดยใชวิธีกําลังสองนอยสุดแบบสามัญ  (ordinary least squares)  

2 2 2
, , , ,, ,O O adj MS O adj LMR R R   และวิธีความควรจะเปนสูงสุด  (maximum likelihood)  2 2

, ,, ,l l adj MSR R   
2 2 2
, , , , , ,, ,

DEV AICl adj LM l adj SAS l adj SASR R R    
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 2.  ศึกษาความเอนเอียงสัมพัทธ (relative bias)  และรากที่สองของคาคลาดเคลื่อน
กําลังสองเฉลี่ย  (root  mean  square  error, RMSE)  ของสัมประสิทธ์ิการตัดสินใจ  ( 2 2,O lR R )  
และสัมประสิทธิ์การตัดสินใจที่ปรับคา  ( 2 2 2 2 2

, , , , , , , , , ,, , , , ,
DEVO adj MS l adj MS O adj LM l adj LM l adj SASR R R R R   

2
, , AICl adj SASR )  ของตัวแบบการถดถอยโลจีสติก  เม่ือกําหนดตัวแบบไมถูกตอง 

 
สมมุติฐานของการวิจัย 
 

 1.  สัมประสิทธ์ิการตัดสินใจที่ปรับคา  ( 2
adjR )  ของตัวแบบการถดถอยโลจีสติกที ่

คํานวณโดยใชหลักการเดียวกันมีประสิทธิภาพไมแตกตางกัน 
 2. สัมประสิทธิ์การตัดสินใจที่ปรับคา  ( 2

adjR )  ที่คํานวณโดยวิธีความควรจะเปนสูงสุด  
( 2 2 2 2

, , , , , , , ,, , ,
DEV AICl adj MS l adj LM l adj SAS l adj SASR R R R )  มีประสิทธิภาพมากกวาวิธีกําลังสองนอยสุดแบบ

สามัญ  ( 2 2
, , , ,,O adj MS O adj LMR R )  สําหรับตัวแบบการถดถอยโลจีสติก 

 3.  สัมประสิทธ์ิการตัดสินใจ  ( 2 2,O lR R )  และสัมประสิทธ์ิการตัดสินใจที่ปรับคา 
( 2 2 2 2 2 2

, , , , , , , , , , , ,, , , , ,
DEV AICO adj MS l adj MS O adj LM l adj LM l adj SAS l adj SASR R R R R R )  ของตัวแบบการถดถอย       

โลจีสติกที่คํานวณโดยใชหลักการเดียวกันมคีวามเอนเอียงสัมพัทธ และรากที่สองของคา
คลาดเคลื่อนกําลังสองเฉลี่ยไมแตกตางกัน  เมื่อกําหนดตัวแบบไมถูกตอง 
 
ขอบเขตการศึกษา 
 

 งานวิจัยนีเ้ปนการศึกษาโดยใชการจําลองขอมูลดวยเทคนิคมอนติคารโล ที่มีขอบเขต
การศึกษาดังนี ้
  1.  ตัวแปรที่ใชในการศึกษา 
  1.1  การแจกแจงของตัวแปรอธิบาย  jX   โดยที ่ 1, 2,...,10j =   กําหนดใหเปน 
ตัวแปรเชิงปริมาณและตัวแปรเชิงคุณภาพ  ดังนี ้   

 1X   มีการแจกแจงปรกติที่มีคาเฉลี่ยเทากับ  2  และมีความแปรปรวนเทากับ  4   
( )( )2, 4Normal  

 2X   มีการแจกแจงเอกรูปไมตอเนื่องที่มีคาเปนไปไดคือ  0  และ  1  
[ ]( )0,1Uniform  

 3X   มีการแจกแจงปรกติที่มีคาเฉลี่ยเทากับ  20  และมีความแปรปรวนเทากับ  4 
( )( )20, 4Normal  
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 4X   มีการแจกแจงเอกรูปไมตอเนื่องที่มีคาเปนไปไดคือ  0, 1, 2  และ  3  
[ ]( )0,3Uniform  

 5X   มีการแจกแจงปรกติที่มีคาเฉลี่ยเทากับ  8  และมีความแปรปรวนเทากับ  3 
( )( )8,3Normal  

 6X   มีการแจกแจงเอกรูปไมตอเนือ่งที่มีคาเปนไปไดคือ  0, 1  และ  2    
[ ]( )0, 2Uniform  

 7X   มีการแจกแจงปรกติที่มีคาเฉลี่ยเทากับ  0  และมีความแปรปรวนเทากับ  1   
( )( )0,1Normal  

 8X   มีการแจกแจงเอกรูปไมตอเนือ่งที่มีคาเปนไปไดคือ  0  และ  1    
[ ]( )0,1Uniform  

 9X   มีการแจกแจงปรกติที่มีคาเฉลี่ยเทากับ  15  และมีความแปรปรวนเทากับ  2   
( )( )15, 2Normal  

 10X  มีการแจกแจงเอกรูปไมตอเนื่องที่มีคาเปนไปไดคือ  0,  1,  2,  3  และ  4  
[ ]( )0, 4Uniform  

 

   1.2  กําหนดตัวแปรตามเปนแบบทวิภาคที่มีการแจกแจงแบรนูลล ี โดยมีโอกาสเกิด 
ความสําเร็จเทากับ  iπ   ( )( )~i iY Bernoulli π   ในการจําลองชุดขอมูลของตัวแปรตามจะ
จําลองจากตัวแบบ  3  ตัวแบบ  ซึ่งสัมประสิทธิ์การถดถอยของตัวแบบจะถูกกําหนดขึ้นมาเพ่ือให
คาของตัวแปรตามมีคา  0  และ  1  ในสัดสวนที่ใกลเคียงกัน 
 

( ) 0 1 1i ilogit xπ β β= +  
 

( ) 0 1 1 2 2 3 3 4 4 5 5i i i i i ilogit x x x x xπ β β β β β β= + + + + +  
 

( ) 0 1 1 2 2 3 3 4 4 5 5 6 6 7 7 8 8 9 9 10 10i i i i i i i i i i ilogit x x x x x x x x x xπ β β β β β β β β β β β= + + + + + + + + + +

 
   2.  ตัวแบบที่ใชในการศึกษามี  3  ตัวแบบที่ประกอบดวยตัวแปรอธิบายที่แตกตางกัน 

2.1  ตัวแบบที่ประกอบดวยตัวแปรอธิบาย  1  ตัว  กําหนดใหเปนตัวแปรเชิงปริมาณ 
ที่ไดจากการแจกแจงปรกติ  ( )1X   

 
( ) 0 1 1i ilogit xπ β β= +  
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2.2 ตัวแบบที่ประกอบดวยตัวแปรอธิบาย   5  ตัว  โดยมีทั้งตัวแปรเชิงคุณภาพ 
และเชิงปริมาณที่ไดจากการแจกแจงปรกติ  ( )1 3 5, ,X X X   และการแจกแจงเอกรูปไมตอเนื่อง  
( )2 4,X X  

( ) 0 1 1 2 2 3 3 4 4 5 5i i i i i ilogit x x x x xπ β β β β β β= + + + + +  
 

 2.3  ตัวแบบที่ประกอบดวยตัวแปรอธิบาย  10  ตัว  โดยมีทั้งตัวแปรเชิงคุณภาพและ
เชิงปริมาณที่ไดจากการแจกแจงปรกติ  ( )1 3 5 7 9, , , ,X X X X X   และการแจกแจงเอกรูปไม
ตอเนื่อง  ( )2 4 6 8 10, , , ,X X X X X  

 
( ) 0 1 1 2 2 3 3 4 4 5 5 6 6 7 7 8 8 9 9 10 10i i i i i i i i i i ilogit x x x x x x x x x xπ β β β β β β β β β β β= + + + + + + + + + +

 
 3.  กําหนดขนาดตัวอยาง ( )n   ที่ทําการศึกษาคือ  50, 100, 1000  และ  2000 

   4.  กําหนดรูปแบบของตัวแบบการถดถอยโลจีสติกที่ไมถูกตองใน  3  ลักษณะคือ 
  4.1  กําหนดรูปแบบของตัวแปรอธิบายไมถูกตอง  (wrong functional form of the 
covariate)  โดยกําหนดใหตัวแปรอธิบายที่เปนตัวแปรเชิงปริมาณ ( )1X อยูในรูปกําลังสอง ( )2

1X    
  4.2  กําหนดฟงกชันเชื่อมโยงของตัวแบบไมถูกตอง  (misspecified  link  function)  
โดยกําหนดฟงกชันเชื่อมโยงไมถูกตอง  2  รูปแบบดังนี ้
รูปแบบแรกคือฟงกชันคอมพลีเมนทารีล็อก-ล็อก  (complementary log-log)   

 
( ) 0log log 1 ; 1, 2,..., , 1, 2,...,i j ij

j

x i n j pπ β β− − = + = =   ∑  

 
รูปแบบที่สองคือฟงกชันโพรบิท  (probit)     

 
( )1

0 ; 1, 2,..., , 1, 2,...,i j ij
j

x i n j pπ β β−Φ = + = =∑  

 
  4.3  กําหนดใหตัวแบบการถดถอยมีตัวแปรอธิบายที่มีความสัมพันธกับตัวแปรตาม
ขาดหายไป (missing covariate)  ศึกษาเฉพาะตัวแบบที่มจีํานวนตัวแปรอธิบายเทากับ  5  และ  
10  ตัว   
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   5.  การประมาณคาพารามิเตอรของสัมประสิทธ์ิการถดถอยของตัวแบบการถดถอย           
โลจีสติกจะใชวิธีความควรจะเปนสูงสุดของฟชเชอรสกอริง  (Fisher’s  scoring  method)  โดยใช
โปรแกรม   SAS ®   เวอรชัน  8.0  ในการคํานวณ 
   6.  ในการจําลองจะทําซ้ําจํานวน  1,000  ครั้ง  ในแตละตัวแบบการถดถอย  ภายใต
ขนาดตัวอยางตางๆ 

 
เกณฑที่ใชในการเปรียบเทียบ 

 
  เกณฑที่ใชในการเปรียบเทียบประสิทธิภาพของสัมประสิทธิ์การตัดสินใจ  ( 2R )  และ
สัมประสิทธิ์การตัดสินใจที่ปรับคา   ( 2

adjR )  มีดังตอไปนี้   
  1.  คามัธยฐาน  (median, 2R% )  ของคาประมาณสัมประสิทธ์ิการตัดสินใจ  ( 2

,est kR )  
ที่คํานวณจากการทําซ้ําจํานวน  1,000  คร้ัง  เม่ือ  k =1, 2, …, 1000  มีสูตรดังนี ้

 
( ) ( )

2 2
500 5012

2
est estR R

R
+

=%  
 
โดยจะเปรียบเทียบความเอนเอียง  (bias)  ของคาประมาณมัธยฐาน  (median, 2R% )  ที่แตกตาง
จากคาสัมประสิทธ์ิการตัดสินใจที่แทจริง ( 2

trueR )  และความเอนเอียงสัมพัทธ (relative bias) ของ
คาประมาณมัธยฐาน ( 2R% )  ที่ไดจากการทําซ้ําจํานวน  1,000  ครั้ง  โดยที่  
 

bias 2 2
trueR R= −%  และ relative bias

2 2

2 100%true

true

R R
R
−

= ×
%  

 
เม่ือ  ( )

2
500estR   และ  ( )

2
501estR   คือคาประมาณของ  2R   หรือ  2

adjR   ที่อยูในลําดับที ่ 500 
 และ  501  จากการเรียงลําดับของคาประมาณของ  2R   หรือ  2

adjR    
 ที่ไดจากการทําซ้ําจํานวน  1,000  ครั้ง  
และ 2

,O trueR   และ  2
,l trueR   เปนคาสัมประสิทธ์ิการตัดสินใจที่แทจริงจากการคํานวณดวย 

 วิธีกําลังสองนอยสุดและวิธีความควรจะเปนสูงสุด  ตามลําดับ  โดยมีสูตรคํานวณดังนี ้
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( )

( )
2 1

,

1

1
1

1

n

i i
i

O true n

i

R
π π

π π

=

=

−  
= −

−  

∑

∑
                        ( )1.7  

 

     
( ) ( )

( ) ( )
2 1
,

1

log 1 log 1
1

log 1 log 1

n

i i i i
i

l true n

i

R
π π π π

π π π π

=

=

+ − −  
= −

+ − −  

∑

∑
            ( )1.8  

 
เม่ือ  iπ  คือคาเริ่มตนที่ไดจากการจําลอง  ( )ilogit π   ในขอ  1.2 

  π  คือคาเฉลี่ยของ  iπ   เริ่มตน  1 2 ... n

n
π π π

π
+ + + = 

 
 

 
  2.  รากที่สองของคาคลาดเคลื่อนกําลังสองเฉลี่ย  (root  mean  square  error, 
RMSE)  ของคาประมาณสัมประสิทธ์ิการตัดสินใจ  ( 2

,est kR )  ที่คํานวณจากการทําซ้ําจํานวน  
1,000  ครั้ง  เม่ือ  k = 1, 2, …, 1000  โดยที ่  

 คา  RMSE  คํานวณแยกตามวิธีการที่ใชในการคํานวณคา  2R   และ  2
adjR   ดังนี ้

 

( )
1,000 22 2

, , ,
1

1,000

O true O est k
k

O

R R
RMSE =

−
=

∑
 

 

( )
1,000 22 2

, , ,
1

1,000

l true l est k
k

l

R R
RMSE =

−
=

∑
 

 
เม่ือ   ORMSE   และ  lRMSE   คือคา  RMSE  ที่คํานวณดวยวิธีกําลังสองนอยสุดแบบ 
 สามัญ  และวิธีความควรจะเปนสูงสุด  ตามลําดับ 
 2

, ,O est kR   และ  2
, ,l est kR   คือคาประมาณ  2R   หรือ  2

adjR   จากการคํานวณดวยวิธีกําลัง 
 สองนอยสุด  และวิธีความควรจะเปนสูงสุด  ตามลําดับ  ที่ไดจากการทําซ้ําคร้ังที ่ k  
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  3. รอยละของคาประมาณสัมประสิทธิ์การตัดสินใจ  ( 2 2,O lR R )  และสัมประสิทธิ ์
การตัดสินใจที่ปรับคา  ( 2 2 2 2 2 2

, , , , , , , , , , , ,, , , , ,
DEV AICO adj MS l adj MS O adj LM l adj LM l adj SAS l adj SASR R R R R R )   

ที่มีคาอยูนอกชวง  [0,1]  จากการทําซ้ําจํานวน  1,000  ครั้ง   
 
 การเปรียบเทียบวาสัมประสิทธิ์การตัดสินใจแบบใดมีประสิทธิภาพมากที่สุด  จะ
พิจารณาสัมประสิทธิ์การตัดสินใจที่มีคาความเอนเอียงและความเอนเอียงสัมพัทธนอยสุด  รวมกับ
การพิจารณาคา  RMSE  และรอยละของสัมประสิทธิ์การตัดสินใจและสัมประสิทธิ์การตัดสินใจ 
ที่ปรับคาที่มีคาอยูนอกชวง  [0,1] นอยสุด 
 
ประโยชนที่คาดวาจะไดรับ 
 
 1.  เพ่ือเปนแนวทางในการเลือกใชสัมประสิทธ์ิการตัดสินใจของตัวแบบการถดถอย 
โลจีสติก  ใหเหมาะสมในแตละสถานการณของจํานวนตัวแปรอธิบายและขนาดตัวอยาง  
 2.  เพ่ือเปนแนวทางในการกําหนดขนาดตัวอยางที่เหมาะสมสําหรับการวิเคราะห 
การถดถอยโลจีสติก     
 3.  เพ่ือทราบอิทธิพลของการกําหนดตัวแบบการถดถอยโลจีสติกไมถูกตองใน  3  
ลักษณะ  ที่มีตอคาสัมประสิทธิ์การตัดสินใจและสัมประสิทธ์ิการตัดสินใจที่ปรบัคา 
 
สัญลักษณและคําจํากัดความที่ใชในงานวิจัย 
 
 ตัวแบบการถดถอยโลจีสตกิ  คือตัวแบบที่ศึกษาถึงความสัมพันธระหวางตัวแปร
อธิบายและตัวแปรตามแบบทวิภาคที่มีคาเปนไปได  2  คา 
 Odd  คืออัตราสวนของโอกาสที่จะเกิดความสําเร็จตอโอกาสที่จะเกิดความไมสําเร็จ  
แสดงไดในรูป  ( )1π π−  เม่ือ  π   คือโอกาสที่จะเกิดความสําเร็จ 
 Deviance  คือตัวสถิติที่ใชวัดความเหมาะสมของตัวแบบการถดถอย  คํานวณจาก
อัตราสวนของฟงกชันควรจะเปนของตัวแบบ  2  ตัวแบบ  มีการแจกแจงเม่ือใกลอนันตแบบ                
ไคกําลังสองที่มีองศาเสรีเทากับ  n p−   เมื่อ  n   คือขนาดตัวอยางและ  p   คือจํานวนตัวแปร
อธิบายในตัวแบบ 
 2

OR   แทนสัมประสิทธ์ิการตัดสินใจที่คํานวณโดยใชวิธกํีาลังสองนอยสุดแบบสามัญ   
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 2
lR   แทนสัมประสิทธ์ิการตัดสินใจที่คํานวณโดยใชวิธีความควรจะเปนสูงสุด     

 2
,O trueR   แทนคาสัมประสิทธิ์การตัดสินใจที่แทจริงจากการคํานวณดวยวิธีกําลังสอง

นอยสุดแบบสามัญ 
 2

,l trueR     แทนคาสัมประสิทธิ์การตัดสินใจที่แทจริงจากการคํานวณดวยวิธีความควร
จะเปนสูงสุด 
 2

, ,O adj MSR   แทนสัมประสิทธ์ิการตัดสินใจทีป่รับคาดวยองศาเสรี  เมื่อคํานวณโดยใช
วิธีกําลังสองนอยสุดแบบสามัญ  ที่ศึกษาในงานของมิทเบิกคและสเชมเปอร 
 2

, ,l adj MSR   แทนสัมประสิทธิ์การตัดสินใจที่ปรับคาดวยสถิติดีเวียนซ  เมื่อคํานวณโดย
ใชวิธีความควรจะเปนสูงสุด  ที่ศึกษาในงานของมิทเบิกคและสเชมเปอร 
 2

, ,O adj LMR   แทนสัมประสิทธ์ิการตัดสินใจที่ปรับคาของเลียโอะและแมคกี เม่ือคํานวณ
โดยใชวิธีกําลังสองนอยสุดแบบสามัญ 
 2

, ,l adj LMR   แทนสัมประสิทธิ์การตัดสินใจทีป่รับคาของเลียโอะและแมคก ี เม่ือคํานวณ
โดยใชวิธีความควรจะเปนสูงสุด 
 2

, , DEVl adj SASR   แทนสัมประสิทธิ์การตัดสินใจที่ปรับคาดวยสถิติดีเวียนซ  เม่ือคํานวณ
โดยใชวิธีความควรจะเปนสูงสุด  ที่ใชใน  PROC  LOGISTIC  ของโปรแกรม  SAS ®   
 2

, , AICl adj SASR   แทนสัมประสิทธ์ิการตัดสินใจที่ปรับคาดวยหลักเกณฑสารสนเทศของ  
AIC  เม่ือคํานวณโดยใชวิธีความควรจะเปนสูงสุด  ที่ใชใน  PROC  GENMOD  ของโปรแกรม  
SAS ® 
 2

,est kR   คาประมาณของสัมประสิทธ์ิการตัดสินใจและสัมประสิทธ์ิการตัดสินใจที่ปรับ
คาสําหรับตัวแบบการถดถอยโลจีสติกทีไ่ดจากการทําซ้ําครั้งที ่ k   เม่ือ  k = 1, 2, …, 1000   
 2R%   คือคามัธยฐาน  (median)  ของ  2

,est kR   จากการทําซ้ําจํานวน  1,000  ครั้ง 
  ORMSE   คือรากที่สองของคาคลาดเคลื่อนกําลังสองเฉลี่ย  (root  mean  square  
error)  ของ  2

,est kR   ที่คํานวณดวยวิธีกําลังสองนอยสุด  จากการทําซ้ําจํานวน  1,000  ครั้ง 
 lRMSE   คือรากที่สองของคาคลาดเคลื่อนกําลังสองเฉลี่ย  (root  mean  square  
error)  ของ  2

,est kR   ที่คํานวณดวยวิธีความควรจะเปนสูงสุด  จากการทําซ้ําจํานวน  1,000  ครั้ง 
 out of range(%)  หมายถึง  รอยละของคาประมาณสัมประสิทธ์ิการตัดสินใจ  
( 2 2,O lR R )  และสัมประสิทธิ์การตัดสินใจที่ปรับคา  ( 2 2 2 2

, , , , , , , ,, , , ,O adj MS l adj MS O adj LM l adj LMR R R R   
2 2
, , , ,,

DEV AICl adj SAS l adj SASR R )  ที่มีคาอยูนอกชวง  [0,1]  จากการทําซ้ําจํานวน  1,000  คร้ัง   
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   bias  หมายถึง  ความเอนเอียงของคาประมาณมัธยฐานที่แตกตางจากคา
สัมประสิทธิ์การตัดสินใจที่แทจริง  ( 2 2

trueR R−% )   
 relative  bias  หมายถึง  ความเอนเอียงสัมพัทธ  ที่วัดจากคาสัมบูรณของ  

2 2

2 100%true

true

R R
R

 −
× 

 

%      

 
การใหรหัสตัวแบบที่ใชในการศึกษา 
 
 อักษรยอ  1  ตัว  และตัวเลข  2  ตัว   
 

 อักษร  M  หมายถึงตัวแบบ (Model) 
 

 ตัวเลขตัวแรกหลังอักษร  M  หมายถึง  ลักษณะตัวแบบการถดถอย   
โดยมีความหมายดังตอไปนี ้  
 
เลข  0  หมายถึง  ตัวแบบที่กําหนดฟงกชันเชื่อมโยงที่แทจริงเปนฟงกชันโลจิท     
เลข  1  หมายถึง  ตัวแบบที่กําหนดรูปแบบของตัวแปรอธิบายไมถูกตอง   
เลข  2  หมายถึง  ตัวแบบที่กําหนดฟงกชันเชื่อมโยงเปนฟงกชันคอมพลีเมนทารีล็อก-ล็อก   
เลข  3  หมายถึง  ตัวแบบที่กําหนดฟงกชันเชื่อมโยงเปนฟงกชันโพรบิท 
เลข  4  หมายถึง  ตัวแบบที่กําหนดใหตัวแปรอธิบายเชิงปริมาณขาดหายไป 
เลข  5  หมายถึง  ตัวแบบที่กําหนดใหตัวแปรอธิบายเชิงคุณภาพขาดหายไป 
เลข  6  หมายถึง  ตัวแบบที่กําหนดใหตัวแปรอธิบายเชิงปริมาณและเชิงคุณภาพขาดหายไป 
 
 ตัวเลขตัวที่สอง  หมายถึง  จํานวนตัวแปรอธิบายในตัวแบบการถดถอย   
โดยมีความหมายดังตอไปนี ้  
 
เลข  1  หมายถึง  ตัวแบบที่ประกอบดวยตัวแปรอธิบาย  1  ตัว   
เลข  5  หมายถึง  ตัวแบบที่ประกอบดวยตัวแปรอธิบาย  5  ตัว   
เลข  10  หมายถึง  ตัวแบบที่ประกอบดวยตัวแปรอธิบาย  10  ตัว 


