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| The objectives of this research are studying and developing of software tools that simulate
neural netx:t/ork using back propagation model. The software tools is developed using Dynamic Link
Library (D;LL) technique which is callable by other Windows applications. The functions of the
software tc:Bols consist of structure defining function, parameters setting function, data files defining
function, lilﬁt box that displayed sum square error defining function, train?mg termination  function and
learning aﬂ:d testing function. This software tools can define up to 5 architectural layers and not less
than 500 m::ural nodes. The standard parameters are noige, momentum and learning rate. The standard
data files a:re input file, weight file, sum square efror file, test file and output file. With these features,

|
the data ﬁﬂbs can be used for . further processing. The training function of the software tools can be

|
terminated Iby either reaching number of pre-defined loops or requesting by user.

In ordef lo test the software tools, Visual Basic application was developed to test all the
functions. Ih"he: application will use back propagation technique to learn and recognize numeric patterns
(0 through Ib). The testing environment are 529 nodes in input layers,10 nodes in hidden layers, 4 nodes
in output laiyers aﬁd training examplés pattern of 10 numeric pattern. The testing result indicated that the

| .
software topls works quite well.
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