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iInstead of the conventional approaches, a new method for
findinj the extrema of a constrained optimization problem was
proposkd. Firstly, the problem was converted into an
equivalent unconstrained problem, using the penalty function
approafh. And secondly, the penalty function was also further
converted into an equivalent problem in the form of a set of
ordinaky differential equations with the forcing functions as
functipns of the conjugate gradients. Then, presented was a
proof Ithat the solutions of the set of the differential
equatipns would converge to the extrema of the original
constrhlned optimization ‘problem. Casting the original
optimirzation problem into a set of ordinary differential
equatlbns presented a great advantage in that it allowed
parallel processing, via neural networks, in determining the
solutipns of the differential equations, thereby the extrema
of thelorlglnal optimization problem.
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bigital simulations of the proposed method revealed
that, lin general, it resulted in more accurate results in a
much sporter time when compared with a comparable method using
the diifferential equations with the forcing as a function of
the stbepest descents.
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