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Sample size that uses in an experiment or a sample survey is important to statistical
anaivscs and inferences. In the past, tables for the minimum sample size were given for the
hypothesis testing about one or two population mcans only.

The purposes of this research were to compute tables for the least sample size for
testing hypotheses about the means_of more than two populations when one. mean was given in
quentiles of order p of the distribution with other means, the power of the test was specified,
assuming the sample size are equal and the null hypothesis was H, : all means are cqual against
altemnztive hypothesis H, @ not all means arc cqual. Lfndff Hl.rF was distri 1§cd as a Non-central FF
random variable with noncentrality parameter giﬁ = LQZ(;[ ;= y)z / o where n was a

I ‘3
¢ mean of population j, Ll was the grand

sample size, T was the number of populations, M, was t
mean and G was a standard deviation. The calculation of the least sample size was based on the
metnod proposed by Guenther (1977). When the quantile of order p, the level of significant (Q0)
and the power of the test were specified, the least sample size for testing the hypothesis was found
by iierating between n and (,75, obtained form the chart of noncentral F provided by Pecarson and
Hartley (1951).

Tables for the least sample size under 2 levels of significance (L), 0.01 and 0.05,
8 values of quantile of order p, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45 and 11 values of the
power of the test (I-B), 0.50, 0.55, 0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90, 0.95 and 0.99 were
given. The program used to calculate the sample size was also presented. It was found that the
more the power of the test was required or the more the specified quantile of order p got closer to

0.50. the larger the sample size was required.



