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บทคัดยอ 

 

 

 

 กูเกิลเพจแรงค (Google’s PageRank) เปนอัลกอริทึมท่ีสําคัญอันหนึ่งในการทําเครื่องจักรคนหาเว็บ 

(Web search engine) โดยในกูเกิลเพจแรงค เว็บเพจท้ังหมดจะถูกแทนดวยเว็บลิงคกราฟ (Web-link graph) 

โดยโหนดของกราฟจะใชแทนเว็บเพจ และเอ็ดจของกราฟจะใชแทนเว็บลิงค การคํานวณเพจแรงคจะทํางานได

อยางไมคอยมีประสิทธิภาพหากเว็บลิงคกราฟมีขนาดใหญมาและมีการเพ่ิมขนาดเว็บลิงคกราฟ เนื่องจากตองทํา

การคํานวณใหมท้ังหมด เพ่ือแกปญหาดังกลาว จึงมีผูนําเสนอแนวคิดการคํานวณเพจแรงคบนระบบเครือขายแบบ

เพียรทูเพียร โดยในแตละเพียรจะเก็บเว็บลิงคกราฟไวบางสวน ซ่ึงเว็บลิงคกราฟท่ีถูกเก็บไวในแตละเพียรก็คือกราฟ

ยอยของเว็บลิงคกราฟขนาดใหญ แลวแตละเพียรจะแยกกันคํานวณเพจแรงคแบบกระจายศูนย จํานวนรอบท่ีใชใน

การคํานวณเพจแรงคจะข้ึนอยูกับความหนาแนนของกราฟยอยท่ีถูกเก็บไวในแตละเพียร โดยหากกราฟยอยมีความ

ความหนาแนนสูง จะทําใหจํานวนรอบในการคํานวณเพจแรงคก็จะสูงตามไปดวย และจะสงผลถึงการคํานวณเพจ

แรงคของเครือขายท้ังหมด เพราะในการคํานวณเพจแรงคบนเครือขายเพียรทูเพียรนั้นจะนับเวลาในการคํานวณ

เพจแรงคจากเพียรท่ีทํางานชาท่ีสุด การทําใหเว็บลิงคกราฟท่ีถูกเก็บไวในแตละเพียรมีคาความหนาแนนใกลเคียง

กันจะชวยลดเวลาของการคํานวณเพจแรงคบนเครือขายแบบกระจายศูนยลงได และเม่ือมีการเพ่ิมขนาดเว็บลิงค

กราฟ และตองทําการคํานวณเพจแรงคใหม ในงานวิจัยนี้จึงไดเสนอปญหาแบงกราฟแบบความหนาแนนสมดุลข้ึน 

เพ่ือทําใหการคํานวณเพจแรงคบนระบบแบบกระจายศูนยมีประสิทธิภาพมากยิ่งข้ึน โดยสามารถใชในการแบง

กราฟท้ังในการทํางานเริ่มตน (Start-up) และการทํางานแบบเพ่ิมคา (Incremental) ซ่ึงจากผลการทดลองแสดง

ใหเห็นวา วิธีการท่ีนําเสนอทําใหสามารถแบงกราฟใหมีความหนาแนนสมดุลมากข้ึน เม่ือเทียบกับการแบงแบบ

ดั้งเดิม 
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Google’s PageRank is the most notable approach for web search ranking. In general, web 

pages are represented by web-link graph; a web-page is represented by a node, and a link 

between two pages is represented by an edge. In particular, it is not efficient both to perform 

PageRank of a large web-link graph in a single computer and when new web pages are added to 

the web-link graph. Distributed systems, such as P2P, are viable choices to address such 

limitation. In P2P-based PageRank, each computational peer contains a partial web-link graph, 

i.e., a sub-graph of the global web-link graph, and its PageRank is computed locally. The 

convergence time of a PageRank calculation is affected by the web-link graph density, i.e., the 

ratio of the number of edges to the number of nodes, such that if a web-link graph has high 

density, it will take longer time to converge. As the execution time to compute the P2P-based 

web ranking is influenced by the execution time of the slowest peer to compute the local 

ranking, the density-balanced local web-link graph partitioning can be highly desirable. This 

paper addresses a density-balanced partitioning problem and proposes an efficient algorithm for 

the problem that will benefit both for starting up and also when web pages are incrementally 

increased. The experiment results show that the proposed algorithm can effectively partition 

graph into density-balanced sub-graph with an acceptable cost. 
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1. บทนํา 

กูเกิลเพจแรงค (Google’s PageRank) [1][2] เปนอัลกอริทึมท่ีสําคัญอันหนึ่งในการทําเครื่องจักร

คนหาเว็บ (Web Search engine) ในการทํางานของกูเกิลเพจแรงค เว็บเพจท้ังหมดจะถูกแทนดวยเว็บ

ลิงคกราฟ (Web-link graph) โดยโหนดของกราฟจะใชแทนเว็บเพจ และเอ็ดจของกราฟจะใชแทนเว็บ

ลิงค การคํานวณเพจแรงคจะทํางานไดอยางไมคอยมีประสิทธิภาพหากเว็บลิงคกราฟมีขนาดใหญมากๆ 

เนื่องจากเวลาท่ีใชการคํานวณเพจแรงคคอยขางสูง นอกจากนั้น เม่ือมีการเพ่ิมจํานวนเว็บเพจเขาไปยัง

เว็บลิงคกราฟ ก็ตองทําการคํานวณเพจแรงคใหมท้ังหมด 

แนวคิดการคํานวณเพจแรงคบนระบบเครือขายแบบเพียรทูเพียรจึงถูกพัฒนาข้ึน แตละเพียรจะ

เก็บเว็บลิงคกราฟไวบางสวน ซ่ึงเว็บลิงคกราฟท่ีถูกเก็บไวในแตละเพียรก็คือกราฟยอยของเว็บลิงคกราฟ

ขนาดใหญ ซ่ึงแตละเพียรจะแยกกันคํานวณเพจแรงคแบบกระจายศูนย จํานวนรอบท่ีใชในการคํานวณ
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เพจแรงคจะข้ึนอยูกับความหนาแนนของกราฟยอยท่ีถูกเก็บไวในแตละเพียร ซ่ึงพิจารณาจากอัตราสวน

ระหวางจํานวนเอ็ดจของกราฟยอยหารดวยจํานวนโหนดของกราฟยอยท่ีถูกเก็บไวในแตละเพียร หาก

กราฟยอยมีคาความหนาแนนสูงจํานวนรอบในการคํานวณเพจแรงคก็จะสูงตามไปดวย นอกจากนั้น เม่ือ

มีการเพ่ิมจํานวนเว็บเพจแบบเพ่ิมคา (Incremental) ก็ตองทําการรวมกราฟและแยกกราฟเปนกราฟ

ยอยในแตละเพียรอีกครั้งหนึ่ง 

ในการคํานวณเพจแรงคบนเครือขายเพียรทูเพียรนั้นจะนับเวลาในการคํานวณเพจแรงคจากเพียร

ท่ีทํางานชาท่ีสุด การทําใหเว็บลิงคกราฟท่ีถูกเก็บไวในแตละเพียรมีคาความหนาแนนใกลเคียงกันจะชวย

ลดเวลาของการคํานวณเพจแรงคบนเครือขายแบบกระจายศูนยลงได แตการคํานวณเพจแรงคบนระบบ

แบบกระจายศูนยจําเปนตองคํานึงถึงความผิดพลาดของคาเพจแรงคดวย เนื่องจากการพิจารณาเพจ

แรงคจากเว็บลิงคกราฟเฉพาะบางสวนอาจมีบางเว็บลิงคท่ีไมถูกพิจารณา  

ในงานวิจัยนี้จึงไดเสนอปญหาแบงกราฟแบบความหนาแนนสมดุลข้ึน เพ่ือทําใหการคํานวณเพจ

แรงคบนระบบแบบกระจายศูนยมีประสิทธิภาพมากยิ่งข้ึน โดยไดนําเสนอข้ันตอนวิธีท่ีชื่อวา DBP สําหรับ

แบงกราฟแบบความหนาแนนสมดุล โดยข้ันตอนวิธี DBP นอกจากจะพิจารณาเฉพาะความสมดุลของ

ขนาดกราฟยอยแลว ยังพิจารณาคาความไมสมดุลของความหนาแนนเขามาประกอบดวย เพ่ือใหไดกราฟ

ยอยท่ีมีความหนาแนนใกลๆเคียงกัน รวมท้ังข้ันตอนวิธีนี้จะแบงกราฟยอยใหมีเอ็ดจท่ีเชื่อมกันระหวาง

กราฟยอยนอย เพ่ือลดขนาดของความผิดพลาดของคาเพจแรงค 

ผลการทดลองขันตอนวิธี DBP มี 2 สวนคือ สวนแรกจะเปนการหาคาคงท่ีคาหนึ่งท่ีสงผลกระทบ

ตอคาความไมสมดุลของความหนาแนนในการแบงกราฟแตละแบบ รวมท้ังหาคาคงท่ีคาท่ีท่ีสงผลกระทบ

กับจํานวนลักษณะของการแบงกราฟท่ีนําไปใชงานได สวนท่ีสองเปนการเปรียบเทียบประสิทธิภาพการ

แบงกราฟแบบความหนาแนนสมดุลของข้ันตอนวิธี DBP กับข้ึนตอนวิธีในการแบงกราฟสมดุลขันตอนวิธี

อ่ืนๆ 

 

2. วัตถุประสงคของโครงการวิจัย 

เพ่ือแบงกราฟยอยจากกราฟใหญใหมีความหนาแนนแบบสมดุลในขณะท่ีเอ็ดจระหวางกราฟยอย

มีจํานวนไมมาก สําหรับหาลักษณะการแบงกราฟยอยท่ีเหมาะสมสําหรับการเริ่มตนการทํางาน และการ

แบงกราฟยอยเม่ือมีการเพ่ิมคาของกราฟ ของข้ันตอนวิธีการคํานวณเพจแรงคบนระบบแบบกระจายศูนย

อยางมีประสิทธิภาพ 

 

3. การทบทวนวรรณกรรม 
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ในกระบวนการคนหาเว็บท่ีใชข้ันตอนวิธีเพจแรงค (PageRank Algorithm) [3]  ท่ีนําเสนอโดย

ลารรี เพจ (Larry Page) และ เซอรเกย บริน (Sergey Brin) จากมหาวิทยาลัยสแตนฟอรดในป คศ. 

1996 นั้น จะอาศัยการหาคาน้ําหนักของเว็บเพจหนึ่งโดยดูจากความสัมพันธระหวางลิงคท่ีอางอิงมายัง

เว็บเพจนี้และลิงคท่ีอางอิงออกไปจากเว็บเพจนี้ ซ่ึงน้ําหนักของเว็บเพจจะเปนสิ่งกําหนดผลการคนหาและ

ลําดับของเว็บเพจในผลของการคนหา 

การหาคาน้ําหนักของเว็บเพจเปนการประมวลผลตามแบบจําลองสโทแคสติก  (Stochastic 

Model) ซ่ึงใชแบบจําลองของมารคอฟ (Markov model) [4] บนการเชื่อมโยงเว็บเพจแบบกราฟ 

(Graph) ซ่ึงมีเว็บเพจแตละหนาเปนโหนด (Node) ในกราฟ และลิงคท่ีเชื่อมโยงแตละเว็บเพจคือเอ็ดจ 

(Edge) ในกราฟ  คาน้ําหนักของเว็บเพจจะเปนตัวเลขท่ีแสดงถึงโอกาสท่ีเว็บเพจนั้นจะถูกเขาชม หากมี

ลิงคเขามามากโอกาสท่ีจะถูกเขาชมก็มาก หรือหากมีลิงคเขานอยโอกาสท่ีถูกเขาชมก็นอยตามไปดวย 

ดังนั้น คาน้ําหนักของเว็บเพจจึงจะพิจารณาจากจํานวนลิงคท่ีเชื่อมเขามายังเว็บนั้น หนาเว็บท่ีเปนตนทาง

ของลิงคเหลานั้น ลิงคท่ีเชื่อมโยงออกไปยังเว็บอ่ืน ๆ และหนาเว็บปลายทางลิงคเหลานั้น  การคํานวณคา

น้ําหนักของเว็บเพจตามหลักการของโมเดลมารคอฟจะเปนการคํานวณซํ้าเดิมเรื่อยๆทีละสถานะ (State) 

จนกวาผลรวมของความตางระหวางสถานะปจจุบัน และสถานะกอนหนามีคานอยกวาคาขีดค่ันหยุด

ทํางาน (Termination Threshold) ซ่ึงเรียกการทํางานในลักษณะนี้วาสถานะลูเขา (Convergence 

State)  

จากหลักการดังกลาวเพจ และ บริน ไดคิดข้ันตอนวิธีในการคํานวณคาน้ําหนักของเว็บเพจข้ึนมา 

โดยการสรางเปนสมการในการหาคาน้ําหนักของเว็บเพจ และเรียกคาน้ําหนักของเว็บเพจท่ีคํานวณไดจาก

สมการดังกลาววาคาเพจแรงค เพ่ือใชสําหรับจัดลําดับเว็บเพจในผลการคนหาหนาเว็บ  การคํานวณคาเพจ

แรงคนั้นจําเปนตองใชเนื้อท่ีในหนวยความจําคอนขางสูงในการเก็บคาเพจแรงคของแตละเว็บเพจ และยิ่ง

กราฟของเว็บลิงคมีขนาดใหญ จะสงผลใหการคํานวณคาเพจแรงค เพ่ือเขาสูสถานะลูเขาใชจํานวนรอบ

มากตามไปดวย ซ่ึงสงผลใหใชเวลาในการคํานวณนานมากข้ึนตามไปดวย  

ข้ันตอนวิธี JXP [5]   เปนข้ันตอนวิธีสําหรับคํานวณคาเพจแรงคบนระบบเครือขายแบบเพียรทู

เพียร   โดยหลักการของ JXP คือในแตละเพียรจะเก็บเว็บลิงคกราฟยอยไว และมีการคํานวณคาน้ําหนัก

ของเว็บเพจในแตละเพียร ซ่ึงการคํานวณคาน้ําหนักของเว็บเพจในแตละเพียรนี้จะชวยลดการใช

หนวยความจําและลดจํานวนรอบในการคํานวณคาน้ําหนักของเว็บเพจลงได รวมท้ัง JXP ยังทําใหเกิดคา

ความผิดพลาดของน้ําหนักเว็บเพจนอยมาก เม่ือเทียบกับการคํานวณกราฟขนาดใหญท้ังหมด 

ในข้ันตอนวิธี JXP เว็บเพจในแตละเพียรถูกเก็บในแบบสุม เนื่องจากเปนการทํางานแบบอิสระตอ

กันของครอวเลอร (Crawler) ท่ีทําหนาท่ีเก็บขอมูลเว็บเพจจากเว็บไซตตาง ๆ  ในแตละเพียร ซ่ึงการเก็บ

แบบสุมนี้ สงผลใหเว็บเพจท่ีเก็บอยูในแตละเพียรมีจํานวนเว็บและจํานวนลิงคท่ีเชื่อมโยงไมเทากัน ซ่ึง

สงผลใหความหนาแนนของกราฟยอย ซ่ึงคํานวณจากสัดสวนของจํานวนลิงคและจํานวนเว็บไมเทากันไป
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ดวย  การท่ีแตละเพียรมีความหนาแนนกราฟยอยไมเทากันจะสงผลใหการคํานวณเพจแรงคเพ่ือใหเขาสู

สถานะลูเขาใชเวลาตางกันมาก และถามีลิงคท่ีเชื่อมโยงระหวางเว็บลิงคกราฟยอยในแตละเพียรจํานวน

มาก ก็จะสงผลใหการคํานวณเพจแรงคมีความผิดพลาดสูง ผูวิจัยจึงตั้งสมมติฐานวา ถาสามารถแบงเว็บ

เพจไปไวในแตละเพียร โดยใหมีความหนาแนนของเว็บเพจในแตละเพียรใกลเคียงกัน และจํานวนลิงคท่ี

เชื่อมโยงระหวางเว็บลิงคกราฟยอยในแตละเพียรมีจํานวนนอย จะสงผลถึงความเร็วในการทํางานของ

ข้ันตอนวิธี JXP ท่ีเพ่ิมข้ึน และยังสามารถลดความผิดพลาดในการคํานวณเพจแรงคไดดวย 

ในงานวิจัยเดิมของผูวิจัย [6] ยังไดพิจารณาถึงกรณีท่ีมีการเพ่ิมจํานวนเว็บเพจเขาไปยังเว็บลิงค

กราฟ ซ่ึงในการทํางานของ JXP จะตองทําการคํานวณเพจแรงคใหมท้ังหมด แตในงานวิจัยเดิม ผูวิจัยได

ใชขบวนการแบบเพ่ิมคา (Incremental Method) ในการคํานวณเพจแรงคในแตละเพียรเพ่ือมิใหตองทํา

เพจแรงคใหมหมดท้ังเว็บลิงคกราฟ แตเม่ือมีการคํานวณแบบเพ่ิมคาแลว ก็ยังตองทําการรวมกราฟและ

แยกกราฟระหวางเพียรใหมตามข้ันตอนของ JXP ซ่ึงในการแยกกราฟก็ตองพิจารณาถึงความหนาแนน

ของกราฟยอยใหมอีกดวย ดังนั้นถามีการปรับปรุงการแยกขอมูลโดยใชวิธีการท่ีนําเสนอ ก็จะชวยเพ่ิม

ประสิทธิภาพในการทํางานของ JXP ไดเชนกัน 

 

4. การออกแบบการวิจัย 

การบัญญัติปญหาวิจัย 

หลังจากทําการทบทวนวรรณกรรม และไดกําหนดลักษณะปญหาท่ีจะศึกษาแนนอนแลว จึงทํา
การบัญญัติปญหาท่ีตองการศึกษา โดยเรียกวาปญหาท่ีตองการจะศึกษาวา ปญหาการแบงกราฟแบบ
ความหนาแนนสมดุล (Density-balanced Partitioning Problem)  โดยทําการกําหนดวา ถามีกราฟ
ระบุทิศทาง (Directed Graph) 𝐺 ซ่ึงประกอบไปดวยเซตของโหนด 𝑉 และเซตของเอ็ดจ 𝐸  หรือ 
𝐺 = (𝑉,𝐸)  แลว ความหนาแนนของกราฟ (Graph Density) [7] ของกราฟ 𝐺 ใด ๆ สามารถหาจาก
สัดสวนของขนาดของ 𝐸 และขนาดของ 𝑉 ซ่ึงสามารถเขียนเปนสมาการไดดังนี้   

𝑑(𝐺) = |𝐸|
|𝑉|

        ( 1 ) 

ดังนั้นจะไดวาปญหาท่ีตองการศึกษา คือการแบงกราฟ (Graph Partitioning) ใหไดกราฟยอย 
เรียกวา 𝐺𝐺 = (𝑉𝑉,𝐸𝐸) โดย  𝑖 ∈ 𝐼 , 𝑖 > 0  และ 𝑘 เปนจํานวนกราฟยอยท้ังหมด ซ่ึงมีนิยามตามเง่ือนไข
ตอไปนี้ 

 

(⋃ 𝑉𝑉 = 𝑘
1 𝑉) ∧ (⋂ 𝑉𝑉𝑘

1  ⊆  𝑉)         ( 2 ) 

�⋃ 𝐸𝐸 ⊆ 𝑘
1 𝐸�                          ( 3 ) 
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จากเง่ือนไข (2) จะไดวาถายูเนียนของเซต  𝑉𝑉 ; 𝑖 ∈  𝐼 , 𝑖 > 0  จะเทากับ 𝑉 ในขณะท่ีอินเตอร

เซกชันของเซต 𝑉𝑖 ท้ังหมดอาจจะไดเปนเซตยอยของ 𝑉  หรือเทากับ 𝑉 ก็ได ในทางตรงกันขาม จาก

เง่ือนไข (3) ยูเนียนของเอ็ดจท้ังหมด จะเปนซับเซตหรือเทากับ 𝐸 โดยในกรณีท่ียูเนียนออกมาเปนเซตยอย 

ก็หมายความวา มีเอ็ดจบางสวนท่ีไมไดอยูในกราฟยอย แตเปนเอ็ดจท่ีเชื่อมระหวางกราฟยอยเหลานั้น ซ่ึง

เรียกเซตของเอ็ดจเหลานี้วา เซตตัด (Cut Set)  

ในการแบงกราฟ 𝐺 ออกเปนกราฟยอยนั้น สามารถแบงกราฟยอยไดหลายๆลักษณะ โดยใน

งานวิจัยนี้ลักษณะของการแบงกราฟยอยท่ีตองการคือ ลักษณะการแบงกราฟท่ีมีคาความไมสมดุลของ

ความหนาแนน (Density-unbalanced values) นอย โดยคาความไมสมดุลของความหนาแนน จะ

พิจาณาจากผลตางของความหนาแนนระหวางกราฟยอยท่ีมีความหนาแนนมากท่ีสุดกับกราฟยอยท่ีมี

ความหนาแนนนอยท่ีสุด ดังแสดงในสมการ (4) 

 𝑑𝑑𝑑𝑑𝑑𝑑𝑑 − 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑣𝑣𝑣𝑣𝑣𝑣 =  𝑚𝑚𝑚
𝑉𝑉 ⊆𝑉

𝑑(𝐺𝐺) −  𝑚𝑚𝑚𝑉𝑉 ⊆𝑉 𝑑(𝐺𝐺)   ( 3 ) 

 

 หรือสามารถเขียนเปนปญหาการตัดสินใจ (Decision Problem) ไดเปน  

𝑑𝑑𝑑𝑑𝑑𝑑𝑑 − 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑣𝑣𝑣𝑣𝑣𝑣 ≤ 𝛼                 ( 4 ) 

 

นั่นคือเปนไปไดหรือไม ท่ีจะหาลักษณะของการแบงกราฟยอยท่ีมีคาความไมสมดุลของความ

หนาแนนไมมากกวาคาคงท่ี (α) คาคงท่ีคาหนึ่ง โดยมีเง่ือนไขบังคับ (constraint) คือ มีขนาดของเซตของ

เอ็ดจท่ีเชื่อมระหวางกราฟยอยท้ังสองนอยกวาคาคงท่ีคาหนึ่ง  หรือ 

|{𝑒|𝑒 ∈ 𝐸 ∧ 𝑒 ∉ 𝐸′ ∧ 𝑒 ∉ 𝐸′′}| ≤ 𝛽    ( 5 ) 

 

จากอสมาการ (6) e คือเอ็ดจท่ีอยูระหวางกราฟยอยท้ังสอง โดยขนาดของเซตของเอ็ดจท่ีมี

ลักษณะดังกลาว จะตองไมมากกวาคาคงท่ี (β) ท่ีกําหนดไว 

จากการทบทวนวรรณกรรมในงานวิจัยตางๆ [8] ท่ีไดวิจัยเก่ียวกับการแบงกราฟใหมีความสมดุล 

ผูวิจัยไดพบวาในงานของ Andreev และ Racke [9] ไดเสนอปญหาการแบงกราฟแบบมีความสมดุลของ

ขนาดกราฟยอย (Size-balanced partitioning problem) โดยในปญหานี้คือการแบงกราฟออกเปน

กราฟยอยจํานวน k ตัว โดยแตละกราฟยอยมีขนาดไมเกิน 𝑣. |𝑉𝑉|
𝑘

 โดยในกรณีท่ี 𝑣 ≥ 2 มีผูศึกษามาแลว

วาสามารถแกปญหาอยางมีประสิทธิภาพดวยข้ันตอนวิธีแบบประมาณ (Approximation Algorithm) 

[10] ดวยเวลา 𝑂(log𝑛) ดังนั้น Andreev และ Racke จึงไดพิจารณาเฉพาะกรณีท่ี 𝑣 < 2 โดยสนใจไปท่ี
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ปญหาการแบงกราฟยอยภายใตคาคงมี ε ∈ (0,1) ปญหานี้จะแบงแตละกราฟยอยใหมีขนาดไมเกิน 

(1 + 𝜀). |𝑉𝑉|
𝑘

 ซ่ึงจะทําใหไดขนาดของกราฟยอยท่ีใกลเคียงกัน ปญหาของ Andreev และ Racke ไดรับ

การพิสูจนแลววาเปนปญหา NP-hard และสามารถแกปญหาไดอยางมีประสิทธิภาพดวยข้ันตอนวิธีแบบ

ประมาณเรียกวาข้ันตอนวิธีการแบงกราฟ (𝑘, 1 + 𝜀 ) − 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  

ในงานวิจัยนี้ผูวิจัยไดตอยอดแนวคิดจากปญหาของ Andreev และ Racke โดยเพ่ิมการพิจารณา

ความหนาแนนของกราฟยอย และไดบัญญัติปญหาใหมท่ีเรียกวาปญหาการแบงกราฟแบบความหนาแนน

สมดุล (Uniform Density Min-cut Graph Partition Problem)   ซ่ึงปญหานี้ตองการแบงกราฟใหญ

ออกเปน k กราฟยอยท่ีมีขนาดของกราฟยอย โดยแตละกราฟยอยมีขนาดไมเกิน (1 + 𝜀). |𝑉𝑉|
𝑘

 และมีคา

ความไมสมดุลของความหนาแนนในแตละลักษณะของการแบงกราฟยอยไมมากกวาคาคงท่ี α 

ปญหา UDMGP เปนปญหาใหมท่ียังไมมีการศึกษา โดยตัวปญหาจะใกลเคียงกับปญหาการแบง
กราฟยอยแบบหนาแนน (Dense Partition Graph) หรือเรียกโดยยอวา DGP  แตปญหาดังกลาว
พิจารณาความหนาแนนของกราฟเพียงกราฟเดียว แตในปญหา UDMGP ท่ีนําเสนอใหมนี้ จะพิจารณา
ความหนาแนนของกราฟยอยสองกราฟท่ีแยกมาจากกราฟหลักเพียงกราฟเดียว ซ่ึงปญหา DGP  เปน
ปญหาท่ีพิสูจนแลววาเปนปญหาท่ีมีลักษณะเปน NP-Complete 

สําหรับความซับซอนทางการคํานวณ สามารถพิจารณาไดจากปญหาการ DGP ซ่ึงมีนิยามวา ถามี
กราฟ G = (V,E) และ เลขจํานวนจริง D ใด ปญหาการตัดสินใจของ DGP ก็คือ มีกราฟยอย P ใด ๆ ใน G 
ท่ีมีความหนาแนน  d(P) ไมนอยกวา D หรือไม โดย d(P) มีนิยามแบบเดียวกับในสมการ (1) ซ่ึงปญหา 
DGP ไดรับการพิสูจนแลววาเปนปญหาในกลุม NP-complete โดยการลดรูปไปยังปญหา Graph-k-
colorability ท่ีเปนปญหา NP-complete เชนเดียวกัน สําหรับความซับซอนทางการคํานวณของปญหา 
UDMGP สามารถพิจารณาไดจากการลดรูปไปยังปญหา DGP ตามข้ันตอนตอไปนี้ 

ให G=(V,E) เปนกราฟใด ๆ โดย G’=(V’,E’) และ G’’=(V’’,E’’) เปนกราฟยอยของ G ตาม
นิยามในสมาการ (1) และ (2) จะไดวา ถาให D เปนเลขจํานวนจริงใด โดยท่ี d(G’) ≥ D และ d(G’’)  ≥ 
D ดวย ดังนั้น จะไดวา 

        𝑑(𝐺′) = 𝐷 + 𝛼′     ( 6 ) 

 

𝑑(𝐺′′) = 𝐷 + 𝛼′′    ( 7 ) 

 เม่ือ α’ และ α’’ คือจํานวนจริงท่ีมากกวาศูนยใด ๆ ดังนั้น เม่ือนําสมาการ (7) และ (8) 
มาหาคาความแตกตางกัน จะไดวา 
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|𝑑(𝐺′) − 𝑑(𝐺′′)| = |𝛼′ − 𝛼′′|   ( 8 ) 

 

ซ่ึงถาให α ≥ | α’- α’’|   เม่ือ α คือจํานวนจริงใด ๆ จะได้วา่  

 

|𝑑(𝐺′) − 𝑑(𝐺′′)| ≤ 𝛼′   ( 9 ) 

 
ดงันัน้ ถ้าสามารถหาคําตอบสําหรับปัญหา UDMGP โดยการหากราฟย่อย G’ และ G’’ ท่ีมี

สมบตัิตามสมาการ (10) ได ก็จะสามารถหาคา α’ และ α’’ ใด ๆ ท่ีมีสมบัติตามสมาการ (9) ซ่ึงเม่ือแยก

สมาการ (9) ออกมาเปนสมาการ (7) และ (8) จะไดวา G’ และ G’’ เปนคําตอบของปญหา DGP จํานวน
สองปญหา (Instance) นั่นคือ ถาสามารถแกปญหา UDMGP ได ก็จะสามารถแกปญหา DGP ได
เชนเดียวกัน ซ่ึงแสดงวา ปญหา UDMGP มีความยากไมนอยกวาปญหา GDP และหมายความวา ปญหา 
UDMGP เปนปญหาในกลุม NP-Hard เชนเดียวกัน และเนื่องจากปญหา UDMGP เปนปญหาเชิงการจัด 
(Combinatorial Problem) ซ่ึงความซับซอนของปญหาจะเพ่ิมข้ึนแบบฟงกชันเลขชี้กําลังตามขนาดของ
กราฟ แตการพิสูจนคําตอบของปญหา UDMGP ซ่ึงก็คือการหาคาความหนาแนนของกราฟ สามารถทําได
ตามฟงกชันเสนตรงตามขนาดของกราฟ ทําใหปญหา UDMGP เปนปญหาในกลุม NP และโดยสรุป 
ปญหา UDMGP จึงเปนปญหาในกลุม NP-complete นั่นเอง 

 

 

 แนวคิดแกปญหา 

จากการบัญญัติปญหาดังท่ีกลาวมาขางตน ผูวิจัยไดเสนอข้ันตอนวิธีแบงกราฟ (𝑘, 1 + 𝜀 ,𝛼) −
𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 หรือข้ันตอนวิธี DBP (Density-balanced Partitioning) เขามาแกปญหาการแบงกราฟแบบ
ความหนาแนนสมดุล โดยอาศัยหลักการของการยอยสลายกราฟ (Decomposed graph) ดวยวิธีการ

แบงครึ่งกราฟภายใตเง่ือนไขท่ีกําหนดใหเซตของเอ็ดจท่ีเชื่อมระหวางกราฟยอยท้ังนอยกวาคาคงท่ี (β) ท่ี
กําหนดไว (ดูอสมาการ 6) 

วิธีการตัดกราฟทีละครึ่งภายใตเง่ือนไขท่ีกําหนดใหเซตของเอ็ดจท่ีเชื่อมระหวางกราฟยอยท้ังนอย
กวาคาคงท่ีคาหนึ่งซ่ึงอางตามอสมาการ (6) จะตัดกราฟ 𝐺 = (𝑉,𝐸) ใหเปน 𝐺1 = (𝑉1,𝐸1)  และ 
𝐺2 = (𝑉2,𝐸2)   ดังแสดงตัวอยางของการตัดกราฟตามเง่ือนไขของสมการท่ี 6 ในภาพท่ี 1 
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ภาพท่ี 1 ตัวอยาง Edges separator 

 
วิธีการยอยสลายกราฟเปนการเปลี่ยนโครงสรางแบบกราฟใหอยูในรูปของโครงสรางแบบตนไม

เ พ่ือลดความซับซอนลง การยอยสลายกราฟจะได โครงสรางตนไมของการยอยสลาย (Tree 
decomposition) ซ่ึงโครงสรางตนไมของการยอยสลายมีไดหลายแบบข้ึนอยูกับข้ันตอนวิธีการยอยสลาย 
ในงานวิจัยนี้จะใชข้ันตอนการยอยสลายดวยการตัดกราฟทีละครึ่งภายใตเง่ือนไขท่ีกําหนดใหเซตของเอ็ดจ
ท่ีเชื่อมระหวางกราฟยอยท้ังนอยกวาคาคงท่ีคาหนึ่ง ซ่ึงจะทําใหไดโครงสรางตนไมของการยอยสลายแบบ
ทวิภาค (Binary tree decomposition) ดังแสดงตัวอยางในภาพท่ี 2 
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ภาพท่ี 2 ตัวอยาง Binary tree decomposition 

 
การยอยสลายแบบทวิภาคจากกราฟหนึ่ง จะสรางเปนโครงสรางตนไมไดหลายแบบ ซ่ึงแตละแบบ

ของโครงสรางตนไมของการยอยสลายแบบทวิภาคถือเปนแบงกราฟ 1 ลักษณะ โดยท่ีโหนดของโครงสราง
ตนไมของการยอยสลายแบบทวิภาคจะแทนกราฟยอย ดังตัวอยางในภาพท่ี 2 สําหรับกราฟใหญ 
𝐺 = (𝑉,𝐸) ซ่ึงแสดงตัวอยางการยอยสลายกราฟไดเปนโครงสรางตนไมสองแบบท่ีแตกตางกัน โดยใน
โครงสรางตนไมของการยอยสลายแบบทวิภาคแบบท่ี 1 ดวาซายมือ จะแบงกราฟท่ีประกอบไปดวยโหนด
ท้ังหมดเจ็ดโหนด ไดเปนกราฟยอยสองกราฟ กราฟยอยแรกมีสามโหนดคือ {v1, v2, v3} สวนกราฟยอยท่ี
สองมีสี่โหนดคือ {v4, v5, v6} ในขณะท่ีโครงสรางตนไมจากการยอยสลายแบบทวิภาคแบบท่ี 2 ดาน
ขวามือก็แบงกราฟออกเปนกราฟยอยสองกราฟเชนเดียวกัน แตกราฟยอยแรกมีโหนดคือ {v7, v1, v6} 
ในขณะท่ีกราฟยอยท่ีสองมีโหนดคือ {v2, v5, v3, v4} 

จากท่ีกลาวมาขางตนการหาลักษณะของการแบงกราฟดวยวิธีการยอยสลายกราฟทําใหได
ลักษณะการแบงกราฟยอยจํานวนมาก โดยแตละลักษณะของการแบงกราฟยอยอาจนําไปใชงานจริงไมได
เนื่องจากคาความไมสมดุลของความหนาแนนเกินกวาคาคงท่ี α หรืออาจไมมีความสมดุลของขนาดกราฟ
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ยอย ดังนั้นเม่ือยอยสลายกราฟแลวจึงตองนําโครงสรางตนไมของการยอยสลายแบบทวิภาคท้ังหมดมา

กรองดวยคาคงท่ี α เพ่ือไมใหคาความไมสมดุลของความหนาแนนเกินกวาคาท่ีกําหนด และกรองดวย

คาคงท่ี ε เพ่ือไมใหขนาดของกราฟยอยเกินกวาคาท่ีกําหนด โดยข้ันตอนวิธีการทํางานแสดงตามภาพท่ี 3 
จากภาพท่ี 3 ฟงชัน BTD จะทําการสรางโครงสรางตนไมของการยอยสลายแบบทวิภาคท่ีเปนไป

ไดท้ังหมด ใสไวในเซต TreeList ในบรรทัดท่ี 3 แลวจึงนําเอาโครงสรางตนไมแตละอันมาพิจารณา โดยใน
บรรทัดท่ี 6-10 เปนการตรวจสอบวาขนาดของกราฟยอยในแตละโหนดของโครงสรางตนไมท่ีกําลัง

พิจารณามีขนาดเกิน เง่ือนไขท่ีระบุดวยคาคงท่ี ε หรือไม่ ส่วนในบรรทดัท่ี 12-16 เป็นการคํานวณหาคา่

ความแตกตา่งสงูสดุระหวา่งความหนาแน่นของกราฟย่อย ซึ่งถ้าโครงสร้างต้นไม้ได้มีคา่ความแตกตา่ง

ของความหนาแนน่น้อยกวา่คา่คงท่ี α และมีจํานวนกราฟย่อยเท่ากบั k ก็จะบรรจโุครงสร้างต้นไม้นัน้

ไว้ในรายการการแบง่กราฟยอ่ยท่ีใช้งานได้ 
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ภาพท่ี 3 ข้ันตอนวิธี DBP 
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5. ขอบเขตของการวิจัย 

ตัวแปรตน/ตัวแปรตาม 

- ชวงของคาคงท่ี α ท่ีมีผลกับคาความไมสมดุลของความหนาแนนของการแบงกราฟ

ในแตละลักษณะ และจํานวนลักษณะการแบงกราฟยอยท่ีนําไปใชงานได 

- คาความไมสมดุลของความหนาแนนของการแบงกราฟในแตละลักษณะ ท่ีไดจาก

การแบงกราฟดวยข้ันตอนวิธีแบงกราฟหลายๆข้ันตอนวิธี 

ตัวแปรควบคุม 

- ในแตละลักษณะของการแบงกราฟกําหนดใหกราฟยอยมีแค 4 กราฟเทานั้น 

- กําหนดคาคงท่ี ε เปน 0.5 

- กําหนดคาคงท่ี β เปน 20% ของจํานวนเอ็ดจท้ังหมด 

6. ระเบียบวิธีวิจัย 

แบงการทดลองออกเปน 2 ชุดทดลองคือ ชุดทดลองท่ี 1 ทดลองกับโครงสรางกราฟแบบสุม 

(Random graph) ดังแสดงตัวอยางในภาพท่ี 4 ชุดทดลองท่ี 2 ทดลองกับโครงสรางกราฟแบบสุมชนิด

พิเศษท่ีจําลองความสัมพันธของวัตถุในเครือขายสังคมตามแบบจําลองของ Watts และ Strogatz 

(Watts-Strogatz Model) [11] ดังแสดงในภาพท่ี 5 

  

ภาพท่ี 4 ตัวอยาง Random graph ภาพท่ี 5 ตัวอยาง Watts-Strogatz graph 

โดยท้ัง 2 ชุดทดลองจะแบงการทดลองยอยออกเปน 2 สวน ในสวนแรกจะเปนการหาผลกระทบ

ของคาคงท่ี α ท่ีมีผลกับคาความไมสมดุลของความหนาแนนในแตลักษณะของการแบงกราฟยอย และหา

ผลกระทบของคาคงท่ี α ท่ีมีผลกับจํานวนลักษณะของการแบงกราฟยอยท่ีนําไปใชงานได ในสวนท่ีสอง

จะเปนการเปรียบเทียบประสิทธิภาพของขันตอนวิธี DBP ในภาพท่ี 3 กับข้ันตอนวิธี ABP ท่ีถูกเสนอโดย 
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Andreev และ Racke  และเทียบกับข้ันตอนวิธี GBP ซ่ึงเปนข้ันตอนวิธีแบบละโมบ (Greedy 

Algorithm) ท่ีใชในงานวิจัยกอนหนานี่ของผูวิจัย [6] 

ชุดทดลองท่ี 1 Random Graph 

ในสวนแรกจะเปนการหาผลกระทบของคาคงท่ี α ท่ีมีผลกับคาความไมสมดุลของความหนาแนน

ในแตลักษณะของการแบงกราฟยอย และหาผลกระทบของคาคงท่ี α ท่ีมีผลกับจํานวนลักษณะของการ

แบงกราฟยอยท่ีนําไปใชงานได ซ่ึงในการทดลองสวนแรกจะกําหนดขนาดของกราฟใหญอยูท่ี 1000 โหนด 

จํานวนเอ็ดจเฉลี่ยตอโหนดอยูท่ี 10 เอ็ดจ รวมท้ังกําหนด ε ท่ี 0.5 และจํานวนกราฟยอยในการแบงแตละ

ลักษณะมีเพียง 4 กราฟยอยเทานั้น โดยใหคา α อยูในชวง 0 - 0.85 สังเกตคาความไมสมดุลของความ

หนาแนนในแตละลักษณะของการแบงกราฟยอย และสังเกตจํานวนลักษณะของการแบงกราฟยอยท่ี

นําไปใชงานได ในแตละคาของ α 

ในสวนท่ีสองจะเปนการเปรียบเทียบประสิทธิภาพของขันตอนวิธี DBP กับข้ันตอนวิธี ABP และ 

GBP โดยกําหนดใหขนาดของกราฟใหญอยูในชวง 1,000 – 1,800 โหนด จํานวนเอ็ดจเฉลี่ยตอโหนดอยูท่ี 

10 เอ็ดจ ใช α ท่ี 0.15 และ ε ท่ี 0.5 โดยท่ีจํานวนกราฟยอยในการแบงแตละลักษณะมีเพียง 4 กราฟ

ยอยเทานั้น สังเกตคาความไมสมดุลของความหนาแนนในแตละลักษณะของการแบงกราฟยอย ท่ีทําการ

แบงกราฟยอยดวย 3 ข้ันตอนวิธีท่ีกลาวมา 

ชุดทดลองท่ี 2 Watts-Strogatz Graph 

ในสวนแรกจะเปนการหาผลกระทบของคาคงท่ี α ท่ีมีผลกับคาความไมสมดุลของความหนาแนน

ในแตลักษณะของการแบงกราฟยอย และหาผลกระทบของคาคงท่ี α ท่ีมีผลกับจํานวนลักษณะของการ

แบงกราฟยอยท่ีนําไปใชงานได ซ่ึงในการทดลองสวนแรกจะกําหนดขนาดของกราฟใหญอยูท่ี 1000 โหนด 

จํานวนเอ็ดจเฉลี่ยตอโหนดอยูท่ี 4 เอ็ดจ รวมท้ังกําหนด ε ท่ี 0.5 และจํานวนกราฟยอยในการแบงแตละ

ลักษณะมีเพียง 4 กราฟยอยเทานั้น โดยใหคา α อยูในชวง 0 - 0.85 สังเกตคาความไมสมดุลของความ

หนาแนนในแตละลักษณะของการแบงกราฟยอย และสังเกตจํานวนลักษณะของการแบงกราฟยอยท่ี

นําไปใชงานได ในแตละคาของ α 

ในสวนท่ีสองจะเปนการเปรียบเทียบประสิทธิภาพของขันตอนวิธี DBP กับข้ันตอนวิธี ABP และ 

DBP โดยกําหนดใหขนาดของกราฟใหญอยูในชวง 1,000 – 1,800 โหนด จํานวนเอ็ดจเฉลี่ยตอโหนดอยูท่ี 

4 เอ็ดจ ใช α ท่ี 0.15 และ ε ท่ี 0.5 โดยท่ีจํานวนกราฟยอยในการแบงแตละลักษณะมีเพียง 4 กราฟ

ยอยเทานั้น สังเกตคาความไมสมดุลของความหนาแนนในแตละลักษณะของการแบงกราฟยอย ท่ีทําการ

แบงกราฟยอยดวย 3 ข้ันตอนวิธีท่ีกลาวมา 
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7. ผลการวิจัย 

ผลการทดลองท่ี 1 Random Graph 

 
ภาพท่ี 6 แสดงผลของคาคงท่ี α ท่ีมีผลกับคาความไมสมดุลของความหนาแนนในการแบง Random graph 
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ภาพท่ี 7 แสดงผลของคาคงท่ี α ท่ีมีผลกับจํานวนการแบงกราฟยอยท่ีใชงานไดในการแบง Random 

graph 

ภาพท่ี 6 เปนกราฟท่ีแสดงผลกระทบของคาคงท่ี α  ท่ีมีผลกับคาความไมสมดุลของความ

หนาแนน ในกราฟนี้เปนการสังเกตคา α ท่ีอยูระหวางชวง 0.1 – 0.85 ซ่ึงแสดงตามแกน x และคาความ

ไมสมดุลของความหนาแนนแสดงตามแกน y เก็บผลการทดลอง 16 ครั้ง โดยใช Random graph ขนาด 

1000 โหนด จะเห็นไดวาคาคงท่ี α ท่ีมีขนาดเล็กจะสงผลใหคาความไมสมดุลของความหนาแนนนอยตาม

ไปดวย ข้ันตอนวิธี DBP สามารถแบงกราฟใหคาความไมสมดุลของความหนาแนนนอยมากๆจนเกือบเปน 

0 ได เม่ือเทียบกับ ABP และ GBP ซ่ึงจากภาพท่ี 6 จะเห็นไดวาคาความไมสมดุลของความหนาแนนท่ีได

จากการแบงกราฟยอยดวยขันตอนวิธี DBP เฉลี่ยประมาณ 2 อยางไรก็ตามหากเพ่ิมคาคงท่ี คาความไม

สมดุลของความหนาแนนจะเพ่ิมข้ึนตามไปดวย แตจะไมมากไปกวาการแบงกราฟยอยดวยข้ึนตอนวิธี ABP 

และ GBP 

ภาพท่ี 7 แสดงผลของคาคงท่ี α ท่ีมีผลกับจํานวนการแบงกราฟยอยท่ีนําไปใชงานได ซ่ึงหมายถึง

การแบงกราฟยอยท่ีเปนไปตามเง่ือนไขของคาคงท่ี ε และ α โดยในกราฟนี้เปนการกําหนดคา α ท่ีอยู

ระหวางชวง 0.1 – 0.85 ซ่ึงแสดงตามแกน x และจํานวนลักษณะการแบงกราฟยอย แสดงตามแกน y 

เก็บผลการทดลอง 16 ครั้ง โดยใช Random graph ขนาด 1000 โหนด จะเห็นไดวาจํานวนลักษณะการ

แบงกราฟยอยท่ีนําไปใชงานได ท่ีแบงดวยข้ันตอนวิธี GBP จะไดเพียง 1 ลักษณะเสมอ (ดังแสดงเปน

เสนประในภาพท่ี 7 โดยกราฟของ GBP จะอยูดานซายมือของกราฟ ABP) การแบงกราฟยอยดวยข้ันตอน

วิธี ABP จะไดจํานวนลักษณะการแบงกราฟยอยท่ีนําไปใชงานได มากกวาหรือเทากันกับการแบงกราฟ

ยอยดวยข้ันตอนวิธี DBP เสมอ ในทางตรงกันขามการแบงกราฟดวยข้ันตอนวิธี DBP อาจทําใหไมมี

ลักษณะการแบงกราฟยอยท่ีนําไปใชงานได จากคาท่ี α ท่ีมีขนาดเล็กมากๆ ท้ังนี้เนื่องมาจากเง่ือนไขของ

ความหนาแนนสมดุลท่ีนํามาพิจารณาในข้ันตอนวิธี DBP แตในกรณีท่ี α ไมไดมีขนาดเล็กมาก ข้ันตอนวิธี 

DBP ก็จะสามารถหาคําตอบไดอยางนอยหนึ่งคําตอบ ซ่ึงก็เพียงพอตอการใชงานแลว ดังเชนในภาพท่ี 7 

จะเห็นวา DBP สามารถหาคําตอบไดในทุกคาของ α 

ภาพท่ี 8 เปนการทดสอบประสิทธิภาพของข้ันตอนวิธี DBP เทียบกับข้ันตอนวิธี ABP และ GBP 

โดยทดลอง 16 ครั้ง และใชกราฟทดลองแบบสุมท่ีมีขนาด 1000 – 1800 โหนด  หากพิจารณาในแงของ

การแบงกราฟแบบความหนาแนนสมดุลแลวจะเห็นวาเม่ือนําข้ันตอนวิธี DBP มาแบงกราฟยอยจะไดกราฟ

ยอยท่ีมีความหนาแนนสมดุลมากกวาข้ันตอนวิธี ABP และดีกวาข้ันตอนวิธี GBP อยางเห็นไดชัดเจน แต

ในทางตรงกันขามในภาพท่ี 9 เปนการทดสอบ DBP เทียบกับข้ันตอนวิธี ABP และ GBP โดยทดลอง 16 

ครั้ง และใชกราฟทดลองแบบสุมท่ีมีขนาด 1000 – 1800 โหนด  เชนเดียวกับภาพท่ี 8 แตจะพิจารณาใน

แงของเวลาท่ีใชในการทํางานจะเห็นไดวา DBP จะใชเวลามากกวา ABP และ GBP เนื่องจากข้ันตอนวิธี 
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DBP มีความซับซอนในเชิงคํานวณเปน O(n3) แตในสวนของ Execution time นี้ไมไดมีผลกับความ

หนาแนนสมดุลในการแบงกราฟยอย และอยูในชวงคาท่ีสามารถยอมรับได  

ดังนั้นถาพิจารณาในแงของการแบงกราฟแบบความหนาแนนสมดุลข้ันตอนวิธี DBP จะมี

ประสิทธิภาพในการแบงกราฟมากกวาข้ันตอนวิธีอ่ืนๆ เนื่องจากขันตอนวิธี DBP พิจารณาคาความไม

สมดุลของความหนาแนนในการแบงกราฟเขาไปดวย ซ่ึงการแบงกราฟแบบหนาแนนสมดุลนี้หากนําไปใช

ในการคํานวณเพจแรงคบนระบบเครือขายแบบเพียรทูเพียรจะทําใหจํานวนรอบของการคํานวณเพจแรงค

ในแตละเพียรใชเทาๆกัน 

 

 

 

ภาพท่ี 8 แสดงประสิทธิภาพของขันตอนวิธี DBP ในแงของการแบงกราฟแบบความหนาแนนสมดุลในการแบง 

Random graph 
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ภาพท่ี 9 แสดงประสิทธิภาพของขันตอนวิธี DBP ในแงของ Execution time ในการแบง Random graph 

ผลการทดลองท่ี 2 Watts-Strogatz Graph 

ภาพท่ี 10, 11, 12, 13 เปนการแบงกราฟท่ีสรางโดยใชแบบจําลอง Watts-Strogatz graph ซ่ึง

ใหผลการทดลองไปในทางเดียวกันกับการทดลองท่ี 1 
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ภาพท่ี 10 แสดงผลของคาคงท่ี α ท่ีมีผลกับคาความไมสมดุลของความหนาแนน ในการแบง Watts-

Strogatz graph 

 

 

ภาพท่ี 11 แสดงผลของคาคงท่ี α ท่ีมีผลกับจํานวนการแบงกราฟยอยท่ีใชงานได ในการแบง Watts-

Strogatz Graph 
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ภาพท่ี 12 แสดงประสิทธิภาพของขันตอนวิธี DBP ในแงของการแบงกราฟแบบความหนาแนนสมดุลใน

การแบง Watts-Strogatz graph 

 

 

ภาพท่ี 13 แสดงประสิทธิภาพของขันตอนวิธี DBP ในแงของ Execution time ในการแบง Watts-

Strogatz graph 
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8. สรุปผล 

จากการบัญญัติปญหาในงานวิจัยนี้ ซ่ึงเปนปญหาการแบงกราฟแบบความหนาแนนสมดุล โดย

แบงกราฟใหญออกเปน k กราฟยอยท่ีมีขนาดของกราฟยอยเกือบเทาๆกัน โดยแตละกราฟยอยมีขนาดไม

เกิน (1 + 𝜀). |𝑉𝑉|
𝑘

 และมีคาความไมสมดุลของความหนาแนนในแตละลักษณะของการแบงกราฟยอย

ไมมากกวาคาคงท่ี α ผูวิจัยไดพัฒนาข้ันตอนวิธี (𝑘, 1 + 𝜀 ,𝛼) − 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 หรือข้ันตอนวิธี 

DBP ในการแกปญหา ซ่ึงผลการทํางานของขันตอนวิธีดังกลาว มีประสิทธิภาพเปนอยางมากในการแบง

กราฟใหมีความหนาแนนสมดุล เม่ือเทียบกับขันตอนวิธีการแบงกราฟแบบอ่ืนๆ 

เม่ือเปรียบเทียบกับงานเดิม [9] งานวิจัยนี้ สามารถสรางกราฟยอยท่ีมีความสมดุลของความ

หนาแนน (Density Balanced Partition) ไดดีกวา โดยตองใชเวลาในการประมวลผลมากกวางานเดิม 

แตก็ยังถือวาในระดับท่ียังยอมรับได (ความซับซอนในการคํานวณยังเปนโพลีโนเมียล) งานวิจัยในอนาคต

สําหรับโครงการนี้คือการปรับปรุงเวลาในการประมวลผล โดยจะปรับปรุงการยอยสลายแบบทวิภาค ซ่ึงใน

งานปจจุบัน จะสรางโครงสรางตนไมท่ีเปนไปไดท้ังหมด ซ่ึงจะไดจํานวนของโครงสรางตนไมจํานวนมาก 

เม่ือเทียบกับจํานวนโหนดในกราฟ ซ่ึงผูวิจัยมีแผนท่ีจะลดจํานวนโครงสรางตนไมท่ีไดจากการยอยสลาย

แบบทวิภาคโดยใชวิธีการเลือกลบบางสวน (Pruning) เพ่ือเลือกเอาโครงสรางตนไมท่ีมีลักษณะไม

เหมาะสมออกไป โดยผูวิจัยมีแผนท่ีจะตีพิมพผลการวิจัยอันนี้ในวารสารทางวิชาการตอไป 

งานวิจัยนี้ ไดรับการตอบรับใหไปนําเสนอในงานประชุมวิชาการนานาชาติ The 9th 

International Conference on Digital Information Management (ตามจดหมายแนบ) โดย

จดหมายเหตุการณประชุม (Proceedings) ของการประชุมนี้ จะถูกตีพิมพโดยสํานักพิมพ IEEE และจะถูก

จัดเก็บไวในฐานขอมูล IEEE Xplore ฐานขอมูล DBLP และ ฐานขอมูล SCOPUS เปนตน 

9. ปญหาและอุปสรรค 

มีปญหาในเรื่องของ Execution Time ซ่ึงจะปรับปรุงใหเร็วข้ึนในงานวิจัยตอไป 
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