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Control chart patterns can be used to determine behaviour of the process. They are vital
in process control as they are used in detecting the abnormalities which may occur.
Neural networks have been used to classify different characteristics in process control.
However, when signals are highly noisy, classifying them directly by neural networks
could not yield satisfactory performance. This research work is concerned with
extracting uscful features which can be used in classification of highly noisy coitrol

chart patterns.

The work proposed two different methods of utilizing features extraction in
classification using neural networks. The first method utilizes Moving Average, Second
Order signals together with four different features, namely Mean, Standard Deviation,
Skewness and Kurtosis. This method achieved the highest overall accuracy of 91.40%.
In the second method, classification is done by extracting six different features from the
signals and use them directly as input features to neural networks. Two additional
features are Slope and Pearson Correlation Coefficient. Better performances were
obtained by the second method with the highest overall accuracy of 93.20%. This is due
to the fact that the two additional features are able to compensate the limitation of the

original method which uses four features alone.





