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Abstract 22 3520

The objectives of this thesis are to constructs confidence intervals for the mean of an
AR(1) process following a Dickey-Fuller unit root test and a Shin-Sarkar-Lee unit root test when
the data have additive outliers (AO), and to study the scaled prediction mean squares error and the
scaled prediction mean square error following Dickey-Fuller unit root test and Shin-Sarkar-Lee
unit root test when the data have additive outliers. The study’s results are the new confidence
intervals, CI, and CI , which perform better than that of the existing confidence intervals
described by Brockwell and Davis (C1) in terms of the coverage probability and its expected
length as the autoregressive parameter () approaches one. The new confidence intervals when
the data have additive outliers, Clg, ,, perform better than CI, in terms of the coverage
probability and its expected length a.s p approaches one. The scaled prediction mean squares
error following a Dickey-Fuller unit root test and a Shin-Sarkar-Lee unit root test when the data

have additive outliers is less than the scaled prediction mean squares error when p approaches

one.





